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Abstract—The accurate simulation of anatomical joint models is becoming increasingly important for both realistic animation and diagnostic medical applications. Recent models have exploited unit quaternions to eliminate singularities when modeling orientations between limbs at a joint. This has led to the development of quaternion based joint constraint validation and correction methods. In this paper a novel method for implicitly modeling unit quaternion joint constraints using Support Vector Machines (SVMs) is proposed which attempts to address the limitations of current constraint validation approaches. Initial results show that the resulting SVMs are capable of modeling regular spherical constraints on the rotation of the limb.
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I. INTRODUCTION

Joint systems are important constituents of anatomical models, they are used in simulation to retain anatomically correct movement and ensure limbs do not separate or intersect. Current techniques are limited by their underlying representation or their abstraction of the joint function. Demand is increasing for anatomically correct joints for applications in animation and medicine [1, 2]. However in current applications increasing accuracy incurs additional complexity and therefore computational cost [3-5].

Dynamics solutions can be used to produce realistic behavior based on input, contact and constraint forces [6]. Depending on the complexity of the simulation, the outcome of dynamics-based behavior can be difficult to predict. Inverse-Kinematics (IK) based approaches however allow the precise placement of end effectors as constraints [3]. IK solvers attempt to resolve constraints within a constraint system, a problem compounded by the existence of zero or more solutions [3].

Kinematics based solvers can be classified as analytical, often resorting to reduced coordinate formalisms, or numerical, using iterative approaches to solve a system of constraints. An important aspect of this is how the constraint of joints is represented. This work builds on previous work in joint constraint modeling; specifically extending quaternion based phenomenological [7] joints (whose behavior can be modeled without reference to the underlying joint anatomy).

Support Vector Machines (SVMs) are used to implicitly model the boundary between valid and invalid orientation, that is, they learn to classify unit quaternion orientations as valid or invalid. In this paper constraints on the rotation of the limb (or swing [8]) with regular (circular) bounded constrained regions are considered, while irregular boundaries and rotation around the limb (or twist [8]) are the subject of future work.

II. RELATED WORK

Primitive joint constraints have been parameterised using Euler angles [9-11]. However inter-dimensional dependencies are not represented [12] and singularities or “Gimbal Lock” are encountered [13]. Inter-dimensional dependencies between Euler angle components can be expressed using equations [14], such equations can provide mathematical descriptions of rotational constraint boundaries. Here geometric functions are fitted to a given dataset, examples include spherical [15] and conical polygons [1, 16].

Approaches such as special orthogonal matrices have been used to overcome the problem of singularities [2, 17]. More recent research has focused on the use of quaternions to model orientations and joint constraints. Quaternion algebra allows rotational models to be represented without the presence of Gimbal Lock [13].

Quaternions are an extension of complex numbers, composed of one real and three imaginary components where q = <s, i, j, k>. Multiplying complex numbers results in rotation in the complex plane, giving rise to the complex identity $i^2 = -1$. This is extended in a subset of quaternion space, where all quaternions are of unit length, to $i^2 = j^2 = k^2 = -1$. Unit quaternions occupy a three dimensional surface (a hyper-sphere) in four dimensional space and can be used to represent rotations. This representation is redundant as the unit quaternions represent 4π rotations, hence equations at polar opposites (q and −q) represent the same rotation [18] i.e. they are antipodal.

Lee [19] decomposes a single unit quaternion into two unit quaternions each representing rotation in a single plane (effectively swing and twist for conic and axial constraints). Conic, axial and revolute constraints are defined and more complex constraints can modelled with a union of these basic types. Interrogation of these shapes (to ascertain the validity of a joint configuration,) is presented, but no method of calculating a correction to the nearest valid orientation is defined. Liu and Prakash [20] build on Lee’s work. Using a
sampled boundary they create a function to constrain the decomposed quaternion that can be used for both constraint validation and clamping to the boundary.

In the quaternion iso-surface approach of Herda et al. [21, 22] limb rotations were recorded and represented in quaternion space. A set of four-dimensional unit quaternions describing the valid joint rotations are projected to a cloud of points in three-dimensions. This reduction in dimensionality overcomes the problem of ambiguity in quaternion space and allows the creation of an iso-surface surrounding the cloud of valid points defining the boundary between valid and invalid rotations. An iterative approach can then be employed to resolve invalid joint configurations.

Johnson [23] also reduced the dimensionality of the quaternion by projecting one half of the unit quaternion hyper-sphere onto a three-dimensional tangent space. A set of quaternions expressing valid joint and pose constraints are generated and constraints implemented based on a maximum deviation from their mean. Corrections are implemented by recursively moving an invalid point closer to the mean and the corrected point is then mapped back into unit quaternion space.

In recent work the author has successfully evolved and trained Generalised Multi-layer Perceptron Neural Networks to provide a suitable correction quaternion based on the input orientation with a zero correction for valid points [24, 25]. Unlike the approaches of the other authors [19-22, 26] this approach does not require pre-processing of the subject quaternion. However, due to error in the neural network some correction of valid orientations takes place, which we hope to overcome using SVMs.

The SVM attempts to identify a hyper-plane that separates two groups of data at maximum distance from a select number of input vectors (known as support vectors). Support Vector Machines (SVMs) rely on the principle of structural risk minimisation (SRM) [27]. Training of the machines aims to minimise both error and network complexity maintaining generalisation capabilities [28]. Unlike traditional neural network training which attempts to solve a nonconvex unconstrained minimisation problem, the SVM minimises both learning machine error and complexity by solution of a quadratic programming problem with linear constraints [28, 29].

Where the two groups are not linearly separable, slack variables are introduced that relax the constraints governing the distance of the hyper-planes from the support vectors with the penalty of further cost [29]. Where a nonlinear separation exists SVMs capitalise on the only reference to the training data in the in the optimisation of the hyper-plane being through a dot product. A kernel function is used which maps the data to some other possibly infinite Euclidean space. The choice of kernel function has an affect the performance of the SVM and is problem dependent [30].

SVMs may be capable of overcoming the limitations of existing quaternion joint constraint validation approaches [19-22, 26] and complementing corrective approaches [24]. The SVM may be capable of processing quaternions without decomposing the quaternion to an axis-angle representation [19, 20] or mapping the quaternion to a three-dimensional space [21, 22, 26].

In terms of modelling a virtual limb current approaches are capable of modelling regular boundaries [19, 26] and irregular boundaries [20-22] between valid and invalid limb orientations (relative to an attachment point). SVMs should in theory be able to model both regular and irregular boundaries. Current approaches also model the rotation around the limb [19-22, 26]. In this paper we begin to explore the capabilities of SVMs in modelling such constraints. Limited to regular rotational boundaries with no constraint on the rotation around the limb, the aim of this initial study is to complement the techniques developed in our earlier work on corrective neural network constraints [24, 25].

The remainder of this paper is structured as follows. Section III provides a description of our methodology with reference to the techniques employed. Section IV outlines the experiments undertaken and the results obtained, Section IV discuss and Second V draws conclusions from these results.

III. Methodology

This paper describes the application of SVMs to the classification of unit quaternions describing the orientation of an anatomical limb. In doing so the SVM implicitly learns the boundary between valid and invalid orientations in unit quaternion space.

SVMs were trained to classify valid and invalid orientations for constraints of various sizes to ascertain their performance in the context of anatomical models. In each case linear, polynomial, RBF and sigmoidal kernel functions were applied in turn to identify the most suitable. An SVM was trained using a dataset based on the simple model shown in Fig. 1. The angle between a random vector (virtual limb) and the z-axis was used constrained to a given angle (in degrees). The orientation of the vector (as a unit quaternion) and validity of the orientation (as a group number) form the training data. This effectively gives a two dimensional boundary on the surface of a three dimensional sphere, similar to the boundaries modelled by other authors [15, 19, 24].

While training neural networks in earlier work [25] the authors found that valid regions on both sides of the hypersphere (both q and its antipode –q being valid) disrupted learning. In the training set all valid patterns are placed one side of the hyper-sphere and all other patterns are considered invalid, this fits the context of anatomical constraints as a rotation through 360° should not be valid.
For each of the experiments five hundred patterns were used evenly distributed between the valid and invalid regions. Two datasets were created for each experiment, the training set was used to train the SVM and the test set provided measurement of the SVMs generalisation capabilities.

The SVM used in this work is SVMLight [31] a state of the art SVM implementation developed by T. Joachims who has published substantial material on improving the performance of the SVM [31-34].

IV. RESULTS

The results show that the SVM is able to classify the joint orientations as valid or invalid with a high degree of accuracy. The sigmoid kernel function performs poorly with a maximum correct classification of less than 60%. The results for linear, polynomial and radial basis kernel functions demonstrate higher performance above 90% for all ranges. The results for nonsigmoidal kernel functions share a similar distribution and are almost symmetrical around ninety degrees (angle between virtual limb and z-axis). These results are shown in Fig. 2.

Improvements in performance were attempted by increasing the number of patterns used in training. A constraint of twenty degrees radius was selected as the results showed scope for improvement. Increasing the number of training patterns improves performance in the case of the linear, polynomial and radial basis kernel functions, but not in the case of the sigmoid function. The increases in performance attenuate with the increase in training patterns, hence the benefits of increasing the number of patterns are negligible above a threshold.

V. DISCUSSION

The results show that SVMs are capable of classifying unit quaternions representing the orientations of a virtual anatomical limb as either valid or invalid. Hence they implicitly model the boundary between valid and invalid orientations in unit quaternions space. The linear kernel performs very well, indicating that the majority of the data is linearly separable in unit quaternion space. This indicates that the valid and invalid regions are almost linearly separable. Both the RBF and polynomial kernels perform better than the linear kernel which is encouraging for future work with more complex boundaries that may not be linearly separable in unit quaternion space. The sigmoidal kernel function performs poorly on all ranges.

The performance of linear, RBF and polynomial kernel functions is good regardless of the size of the constrained region. There is some symmetry around ninety degrees returning to the model it is clear that the boundary in this case is the diameter of the unit sphere traced by the virtual limb, hence the boundaries of the constraints on either side are of equal size. This performance increase is ascribed to the distribution of patterns, which would be most even when the sizes of the valid and invalid regions were equal.

Forcing valid orientations to one side of the unit quaternion hyper-sphere reduces the complexity of the separation and introduces a limitation to the use of this technique to classify any rotation. A valid rotation on the opposite side of the hyper-sphere would be reported as invalid. This is not a limitation in the context of anatomical constraints provided that the initial joint configuration is on the appropriate side of the hyper-sphere. The constraint correction (or clamping) system should ensure that the orientation remains within the boundary and prevent the limb from performing a full rotation to another valid configuration.

SVMs may be capable of classifying orientations in quaternion space without enforcing a single valid region, however SVMs are binary classifiers. A popular solution is to decompose the multi-class classification problem to multiple binary problems [35]. Recently the inclusion of binary tree structures [35], directed acyclic graphs [36] and other methods have been suggested [36]. Utilization of such techniques to classify orientations in unit quaternions space with multiple valid regions may form a part of future research.

Other limitations include the choice of kernel function which often relies on trial and error [29] this choice is limited to functions which obey Mercer’s conditions [37].

Fig. 1 - Model used for dataset generation. Valid region inside boundary invalid region outside boundary.

Fig. 2 - Performance of the SVM on a quaternion based constraint with a regular boundary.
The computational cost of training is high and although this been successfully reduced issues with scalability exist [29, 31, 38]. The quadratic programming problem central to SVM training is usually complex and subject stability problems [38], reformulation has been attempted to reduce complexity and improve stability [38]. During training SVMs may select sub-optimal support vectors for categories within the training set, multi-pass systems that identify the best candidates for support vectors prior to SVM training have been developed [39].

VI. CONCLUSIONS AND FUTURE WORK

In conclusion SVMs are capable of implicitly modelling the boundary between valid and invalid orientations in quaternion space to a reasonable degree of accuracy. More importantly they can classify valid and invalid quaternion based orientation constraints like those suggested by Lee [19] and Johnson [26] to a very high degree of accuracy. Unlike these approaches no decomposition or reformatting of the unit quaternion orientation is required.

SVMs are extremely capable classifiers which using kernel functions map the input domain into an alternative Euclidean space. They may be capable of delineating the boundary between two groups of orientations (valid and invalid) in quaternion space for a more general case with valid regions on both hemispheres of the quaternion hypersphere. Alternatively additional groups may be provided (for example an additional valid group,) allowing successful classification of orientations on either side of the hypersphere. This will be investigated in future work.

There is some evidence that SVMs may cope well with irregular boundaries and may offer advantages over the current approaches of Herda et al [21, 22] and Liu and Prakash [20]. There is also the subject of rotation around the limb which has not been considered here. Both are topics for future research.
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