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Abstract
Doctor of Philosophy

Climate change can result from human activities and natural fluctuations, and

has been identified as a significant contributor to several storm events over recent

years. As sea levels are predicted to increase because of global warming, and

since most of the warming is absorbed by the oceans, sea level rise has resulted in

increased concerns about coastal erosion.

Therefore, monitoring of the shoreline, coastal processes and in particular sediment

movement, given the dynamic nature of coastal systems, is vital to ensure that

erosion response is appropriate. Ideally, monitoring should take place regularly

over long periods with data collected for both the visible beach and submerged

parts of the littoral zone. Consequently, two current limitations to effective coastal

monitoring are: 1. data acquisition is largely manual and 2. measurements are

limited to the visible beach. This results in an incomplete picture of what is hap-

pening due to the inability to gather data beneath the sea surface. To overcome

these limitations, a novel method was developed to monitor sediment transport

using a combination of ultrasonic distance measurement and Wireless Sensor Net-

work (WSN) technologies. This technique will enable effective coastal monitoring

via regular acquisition of underwater data over a long period of time.

Practical results from proof of principle testing were obtained from laboratory ex-

periments, with air-based validation of the system being undertaken. Importantly,

results showed this novel approach enabled comparisons to be made between dif-

ferent types of sediment, an important requirement for monitoring coastal environ-

ments. The ZigBee communication protocol transmitted sediment movement data

and results demonstrated the capability and potential effectiveness of the system,

as well as its limitations. High levels of accuracy (upwards of 95%) were achieved

for all experiments. In summary, this research represented the first stage in de-

velopment of a novel coastal monitoring system that has potential global impact.

It will facilitate a greater understanding of sediment movement via real time data

acquisition and transmission, which in turn will enable the development of more

effective coastal management strategies.
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Chapter 1

Introduction

1.1 Background

Due to their rich resources, coastal zones have always attracted humans. Our uses

of these regions are many and varied, but can broadly be classified under one or

more of the following six categories defined by Ketchum [1]:

1. Living space and recreation

2. Industrial and commercial

3. Waste Disposal

4. Food Production

5. Natural Preserves

6. Special Government Uses

These uses of the coastal zone regularly conflict not just with each other, but also

with natural processes. Developments in and around coastal zones have greatly

1
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increased in recent decades, and this is a trend that is expected to continue in

the future. Population density around the coast is significantly higher than in

non-coastal areas, and the rates of population growth and urbanisation outstrip

those of the hinterlands [2]. This is expected to increase the pressure on coastal

and marine environments, whilst storm events and rising sea levels will also put

communities along the coast at risk.

Sea level rise is attributable to global warming and in particular to two main

factors: added water from melting ice, and thermal expansion as the temperature

of sea water increases [3]. It has been determined that between 1990 and 2010,

global mean sea levels have risen approximately 0.19 m, at a rate of nearly 1.7

millimetres per year, one that is expected to increase in the future as a result of

rising global temperatures [4]. Ice sheets around the world hold enough water to

raise sea levels by several meters, with the two largest ice sheets in the world,

Antarctica and Greenland, containing nearly 99% of freshwater ice. It has been

estimated that the melting of Greenland’s ice sheet could result in sea levels rising

by approximately 6 metres, and the melting of Antarctica’s 60 metres [5].

Sea level rise leads to greater quantities of sediment being removed from beaches

and less amounts being deposited, causing coastal erosion, which is becoming a

increasingly common and destructive occurrence worldwide. There are several pos-

sible responses to mitigate the impacts of coastal erosion, and these are discussed

in Chapter 2. However, in order for coastal engineers to determine the optimal

response to take, they require the long-term ability to monitor and measure the

movement of sediments so that their decisions are informed by both historical and

current data.

Collection of data on the movement of sediments has to date largely centred upon

surveying and measuring exposed coastal areas such as beaches. Whilst this makes

it possible to quantify the effects of coastal erosion, the inability to measure what



Chapter 1. Introduction 3

is occurring beneath the surface of the sea means that only a partial understanding

of the processes involved is achieved. Furthermore, current monitoring techniques

are largely manual and are therefore often unable to collect data at the desired

regularity. This thesis proposes a new approach to overcome these limitations of

existing methods, using a combination of ultrasonic distance measurement and

wireless sensor network (WSN) technology, both of which are briefly introduced

below and are discussed in greater detail in Chapter 3.

The use of acoustics to measure ocean depth dates back to the early 1900s and

was gradually refined throughout the 20th century. Today, it is the most common

means of depth sounding, involving a transmitter sending a pulse of energy which

reflects off the seabed and returns to a receiver. The time taken between trans-

mission and receiving, together with knowledge of the current sound velocity, is

used to establish the distance measured [6].

WSNs [7] are an emerging and fast growing technology, with their growth primarily

attributable to the new applications they enable. WSNs are made up of “nodes”,

which can range from several to hundreds or even thousands in number, each of

which is connected to one or more sensors. These nodes collaboratively collect data

and transmit it to a central point, usually called the “sink”. From there, data can

be transmitted to its final destination, where it can then be processed and analysed.

They have two main abilities that make them a promising approach to overcoming

the aforementioned limitations in existing methods of coastal monitoring. Firstly,

they can be deployed in and withstand harsh environments. Secondly, they are

able to operate for long periods of time with minimal human intervention, which

makes them particularly suitable for deployment in areas which are not easily

reached.

These two technologies form the basis of this research, which takes one older,

established technology and combines it with a newer, emerging one, in order to
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initiate a new pathway of research in the area of coastal monitoring.

1.2 Problem Statement

In order to respond to the growing threat of coastal erosion, it is necessary to

establish a better understanding of the associated sediment transport processes.

Since coastal environments represent highly dynamic natural systems, observation

and measurement of the relevant processes requires the collection of data regu-

larly over long periods of time, from monitoring both the visible beach and the

submerged portions of the coastal zone. Systems developed for coastal monitoring

need to have the ability to operate for long periods of time with minimal human

intervention. Considering this, existing coastal monitoring techniques have two

significant limitations:

• They are limited to the visible beach and do not have the ability to monitor

beneath the sea’s surface. This means that only a partial understanding of

the relevant processes is achieved due to the absence of this important data.

• They require largely manual operation, and are therefore unable to gather

data with the desired level of automation or regularity.

There is therefore a need to establish a new method of monitoring sediment trans-

port in the submerged portions of the coastal zone and furthermore, one that can

operate for extended periods of time with minimal human intervention.
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1.3 Motivation

The primary motivation for this work is derived from the need to establish a better

understanding of coastal erosion, which is becoming increasingly common and a

threat to coastal communities. In particular, the work in this thesis is motivated

by the following issues:

• Coastal populations have greatly increased in recent years and the impact of

this will continue to rise in the years to come. 1.4 billion people worldwide

(20% of the population) live within 25 km of the coastline and a further

2.8 billion (40% of the population) within 100 km [8]. Furthermore, the

population levels in and around the coast is expected to continue to increase

in the future [2], which in turn increases the number at risk of the effects of

eroding coastlines.

• Beaches are the most popular destination in travel and tourism, the world’s

largest industry, and therefore have tremendous economic value [9], con-

tributing much needed revenue to the GDP of a country. For example,

tourism in Greece provides 24% of GDP [10]. In Spain, beaches produce

10% of GDP despite the fact they contribute only 0.001% of land surface [8].

Erosion of the coastlines is therefore a significant economical threat locally,

nationally and globally.

• There is a need for strategic options to address the threat of coastal ero-

sion to be evaluated based on quality data. Indeed, it has been argued, for

example by Williams and Alvarez [11], that this should be mandatory. How-

ever, as specified in Section 1.2, current monitoring techniques are lacking

in the ability to gather data from beneath the surface of the sea, where key

processes related to coastal erosion occur. Therefore, as it currently stands,
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evaluation of the strategic options in the case of coastal erosions is only

partially based on quality data.

Research in the field of WSNs for monitoring coastal processes is not new to

the research group. The ASTEC (Automated Sensing Technologies for Coastal

Monitoring) project is the most significant previous example of a WSN deployed

for monitoring underwater sediment transport. This project therefore forms the

basis of this work and is discussed in detail in Chapter 3. The approach taken is

critically analysed and shortcomings identified are used to inform development of

the new approach presented in this thesis.

More broadly, this work is motivated by the global interest in exploration of the

world’s oceans. It is the largest biosphere on Earth, covering more than two thirds

of its surface, with an average depth of 4000 metres. The oceans significantly

contribute to making this planet habitable, for example through rainwater supply

and climate regulation, but despite this, they remain largely unexplored [12], with

it being estimated that only approximately 5% has been explored to date [13].

Exploration of oceans enables the gathering of a great deal of data relating to

phenomena such as climate change and natural disasters, as well as history of the

planet.
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1.4 Aims and Objectives

The main aim of this thesis is to initiate a new research pathway in the field

of coastal monitoring, which will ultimately lead to a technique capable of mon-

itoring underwater sediment movement, and specifically to determine depth of

closure (DoC) in order to establish the seaward limit of sediment transport and

advance the knowledge and understanding of the coastal environment. This aim

is expressed in terms of the following objectives:

1. To develop a theoretical base for the coastal environment and the relevant

processes that occur (Chapter 2)

2. Identify the challenges faced in monitoring coastal processes and the limita-

tions of existing methods and how these can be overcome (Chapters 2 and

3).

3. Devise a new method to overcome the limitations identified Chapter 4.

4. Develop a prototype system and setup an experimental arrangement to test

the proposed new method and evaluate its performance (Chapter 4).

5. To critically analyse the results and provide suggestions for future work

(Chapters 5 and 6).
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1.5 Contributions to Existing Knowledge

This thesis contributes to the fields of computer science and coastal engineering

through the application of the former to the latter. This was achieved by designing

a novel automated method of measuring sediment movement, whereby the point

at which there is absence of significant sediment movement (depth of closure) can

be identified using ultrasonic sensors. The contributions to knowledge can be

summarised as follows:

1. An analysis of current methods of coastal monitoring and their

limitations

Chapter 2 critically evaluates literature related to current methods of mon-

itoring the coastal environment and sediment transport. Based on the defi-

ciencies identified, Chapter 3 introduces the sensor and wireless networking

technologies, with emphasis on their features that address that can overcome

problems that were identified with current methods.

2. Formulation of a new method ultimately to be capable of monitor-

ing underwater sediment movement

Based on the critical analysis of existing literature, a novel method is pre-

sented which combines ultrasonic distance measurement and wireless sensor

networks to determine sediment movement based on changes in depth mea-

surement. The novelty of this method is in the way it is applied in this

thesis; although ultrasonics are a well established means of depth measure-

ment, no previous examples could be found of it being applied to monitoring

sediment transport. This thesis represents the first step in the the devel-

opment and application of this method, which ultimately will result in the

ability to gather previously unobtainable data relating to movement of sed-

iments underwater. Furthermore, its approach of deploying sensors on the
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sea’s surface rather than the seabed will overcome a number of significant

maintenance and energy related restrictions that were inherent in previous

systems developed for similar applications.

3. A lab-based evaluation of the developed system

Following the introduction of the new method, a prototype system was built

and an evaluation was carried out in a lab environment in order to test its

feasibility. In-air validation of the system is achieved, with recommendations

made for extending this to the underwater environment. Testing was con-

ducted across three sediment mixes: sand, shingle and a mix of both. High

levels of both accuracy (97.25% for sand, 95.75% for shingle, and 97.41%

for mixed sediments) and precision (average standard error was calculated

below 0.2 for all experiments) were achieved in all cases.
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1.6 Approach

The work in this thesis forms part of a larger research project, the ultimate aim

of which is to produce a floating sensor network capable of monitoring underwater

sediment transport, from which the data gathered would be used to develop a

computational model to predict future patterns of sediment movement.

In order to establish a structured approach, this project has been divided into six

stages, as shown in Table 1.1.

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6

Initial prototype

and in-air testing

Prototype for

water testing

Wave tank

tests

Sea

trials

Final

deployment

Development of predictive

computational model

Table 1.1: Research Stages

In order to keep the work in this thesis focused, it was decided to concentrate

on Stage 1, or an initial prototype along with in-air validation of the method,

which sets the stage for progress of the remaining stages. It is expected that the

remaining stages of this research project will involve at least two further PhD

candidatures. The ultimate aim of this research (as detailed in Section 1.4) is

therefore still a long way away. However, the work carried out in this thesis has

resulted in the fulfilment of that aim being one step closer.

The initial stages of this research focused on a review of relevant literature, in-

cluding books, research papers in the form of conference proceedings and peer

reviewed journals, standards and white-papers, in order to critically review:

1. The coastal environment and the relevant processes that occur in this region.

Additionally, current coastal monitoring approaches are investigated with

the aim of identifying their limitations in terms of addressing the problem

identified in Section 1.2.
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2. Ultrasonic sensor and wireless sensor network technology, with a view to

determining how they can overcome the limitations identified in the first

stage of the literature review.

In order to continue work already undertaken within the research group, analysis

is then conducted on a previous system developed for the same application (the

aforementioned ASTEC project), considering such factors as deployment type,

protocols, and ease of maintenance. The findings from this are used to inform

development of the new system documented in this thesis.

The design and implementation of a WSN capable of measuring sediment move-

ment is then undertaken. Since the work in this thesis is proof-of-principle, care

was taken to minimize the cost of the system at each stage. The method devel-

oped utilizes ultrasonic sounding sensors to determine the distance from sensor to

sediment which is used to identify a point where sediment motion has occurred,

relative to a previously established datum/baseline. Data is collected by individ-

ual sensor nodes which co-operatively transmit the measurements obtained to the

sink (central) node using the ZigBee protocol. To demonstrate the concept, a

simple prototype consisting of three nodes (one sink and two for gathering data)

was built in a lab environment and tested using different types of sediment. Lab

experiments demonstrated high levels of both accuracy (upwards of 95% in all

cases) and precision (standard error of below 0.2) of measurements.
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1.7 Thesis Structure

Including this introduction, this thesis is comprised of six chapters. The contents

of each are summarised below:

• Chapter 1 introduced the background to this research and the necessity of

developing a system for monitoring underwater sediment transport. The

main problems associated with existing systems were highlighted, and a so-

lution based on echo sounding techniques and WSNs was proposed, from

which the research aim, objectives and methodology are derived.

• Chapter 2 introduced the coastal environment and relevant environmental

processes, with a focus on the process of sediment transport, and in particu-

lar the current methods available for monitoring it. The primary limitation

identified was the inability to monitor sediment transport beyond the vis-

ible beach. Depth of closure (DoC) and its importance is also introduced.

This highlighted the need for a system for monitoring underwater sediment

transport.

• Chapter 3 introduces the relevant sensor technologies, along with a discus-

sion of the relevant background theory, as well as the principles of WSNs,

highlighting key features that suit them to this research, as well as potential

constraints that needed to be considered. They are then critically compared

with existing coastal monitoring technologies to highlight shortcomings in

the latter. Finally, the aforementioned ASTEC project is discussed, with

the shortcomings identified forming the basis for this work.

• Chapter 4 introduces the novel method of monitoring sediment transport

using ultrasonic distance sensors and WSNs. It then proceeds to outline the

hardware and software equipment that was utilized in order to develop and

build a prototype to evaluate the proposed system.



Chapter 1. Introduction 13

• Chapter 5 describes the experimental procedure that was followed to evaluate

the prototype system developed in Chapter 4. It then presented and analysed

results obtained from the set of experiments that were conducted, with a view

to ascertaining validity of the developed system.

• Chapter 6 presents conclusions drawn from this research as well as recom-

mendations for future work.



Chapter 2

The Coastal Environment

2.1 Introduction

In order to develop a system to monitor sediment transport, it is first important to

establish an understanding of the coastal environment and key physical processes

which occur. Accordingly, this chapter commences with an overview of the coastal

zone and the concepts of sediment transport and depth of closure (DoC) (Sections

2.2, 2.4 and 2.5). Current methods of monitoring the coast are then discussed

in order to identify their limitations and how this research can overcome them

2.4.2. Climate change and its link to sea level rise and erosion of coastlines is also

discussed (Section 2.3).

2.2 The Coastal Zone

There is no uniform definition of the coastal zone, which in a broad sense is

generally considered to be the area between land and the marine environment.

In the context of coastal engineering, where more specific definitions are required,

the coastal zone is generally divided into two sections, defined by Davidson-Arnott

14
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[14] as offshore zone and littoral zone, a definition that this thesis will adopt for

discussion of the coastal zone that follows.

The offshore zone describes the region that is inactive with respect to significant

wave-induced movement of sediment. Conversely, the littoral zone (sometimes

referred to as the nearshore zone) is where wave action results in sediment being

transported, leading to changes in beach morphology. These two zones are divided

by a contour known as Depth of Closure (DoC) [15], an important concept that is

further discussed later in this chapter (Section 2.5). The littoral zone is often sub-

divided into several smaller sub zones, as illustrated in Figure 2.1. The nearshore

zone extends from the DoC to the shoreward limit of breaking waves, and sediment

that is transported in this zone is generally done so by wave action and currents.

Orbital velocity of the waves results in the sediment being lifted from the seabed

and being transported in the prevalent direction of the currents.

Figure 2.1: Schematic Diagram of the Coastal Zone [15]

When waves break in the surf zone, they continue to move in, and eventually run

up the front of the beach; this results in a turbulent layer of water known as swash.

The transport of sediment that takes place in the swash zone is responsible for

determining whether sediment remains onshore or is transported and lost offshore

[16], and consequently this process plays a large part in shaping the face of beaches.

Given the non-linear conditions of flow that occur, sediment transport processes

can be extremely complex to understand [17]. This has resulted in many studies
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over the years which has focused upon sediment transport in the swash zone,

including those by Turner and Masselink [18], Pritchard and Hogg [19], Alsina et

al. [20], and Ruju et al. [21]. A recent review of methods of modelling swash zone

sediment transport is given by Bakhtyar et al. in [22]. Approaches to modelling

and measurement of coastal processes are further discussed in Section 2.4.2.

The beach can be defined as the region that is subaerial for extended periods and

is susceptible to regular wave action [17]. In terms of wave action, the beach is

generally subdivided into the foreshore and backshore. The foreshore is subjected

to wave action during regular conditions, whilst the backshore is not generally

encroached upon by waves, although exceptions do occur in storm conditions. As

such, the backshore is often defined as the “beach” in terms of recreational activi-

ties as it is not affected by regular wave conditions. There are four principle types

of beach, which are categorised according to the sizes of sediment present: shingle,

shingle upper/sand lower, shingle/sand mixed and sand, as shown in Figure 2.2.



Chapter 2. The Coastal Environment 17

Figure 2.2: Beach Classifications [23]
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2.3 Climate Change, Sea Level Rise and Coastal

Erosion

It is widely accepted among climatologists that climate change is an issue that

needs to be addressed. Although climate change can results from both human

activity and natural fluctuations, the former, in particular population growth and

industrialisation has been identified as a significant contributor to several climatic

events that have occurred in recent years [24]. Indeed, a recent study by Mann

et al. suggests that 13 out of the 15 warmest years on record would not have

occurred were it not for emissions resulting from the burning of oil and coal [25].

Repeated visits to any section of coastline illustrates that it is not a permanent,

fixed feature, but rather a highly dynamic one that is constantly reshaped by the

wind and waves. Considering this, coastal erosion itself is a natural process that

has shaped coastlines all over the world. It has always occurred and will continue

to occur in the future. However, human influence, in particular the aforementioned

contributions to global warming and climate change, as well as urbanisation and

economic activities in and around the coast, has resulted in what was once a

natural phenomenon becoming an increasingly common and destructive problem

of growing intensity, with a 2004 Eurosion report [26] highlighting that in Europe,

coastal erosion induced by human activity has surpassed that induced by natural

factors.

A key factor in causing coastal erosion is sea level rise (SLR), and future ocean

levels are predicted to rise in the future as a result of global warming, since most of

the warming is absorbed by the oceans. This in turn has led to increased concerns

about eroding coastlines. There are two primary factors related to global warming

that result in sea level rise: water is added from ice sheets and glaciers that have

melted, and thermal expansion as the sea water gets warmer.
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Erosion of coastlines can be responded to in a number of ways, which Leatherman

identifies [27] as:

• Retreat from the shore

• Armouring of the coast

• Beach nourishment

Appropriate responses to coastal erosion are strongly dependant on site-specific

factors, and therefore any general coastal response due to climate change is not

particularly meaningful as each case is different. However, responses that are based

on results of a detailed study and availability of long-term coastal change data

can be implemented with a higher degree of confidence. Additionally, there are

economic and political factors to consider; for example, whilst retreating from the

shore would be the preferred approach for a sparsely developed and/or populated

area, it would not be a realistic option for highly urbanised locations.

2.4 Sediment Transport

Sediment transport plays a major role in many coastal situations that impact

human activity, and consequently has been subject of much study over the last

century. Movement of sediments on coastlines can result in significant erosion or

accretion occurring, which can in turn affect important facilities or structures in

the area. For example, excessive deposition of sediments may interfere with port

and harbour operations, whilst erosion may undermine structures on the coastline.

Timescales for such occurrences vary greatly, from a few hours (as a result of storms

or floods) to decades (resulting from climate change, itself a result of both natural

and human influence) [28]. Thus, study of sediment transport processes is one of

great importance when researching coastal engineering and management.
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Coastal sediment transport is typically divided into two components, that which

occurs perpendicular to the coastline (cross-shore) and parallel to the coastline

(longshore, sometimes also known as littoral transport). The affects of cross-

shore transport are largely limited to causing a redistribution of sediment in the

beach profile, whilst longshore transport has a significant impact on the long-term

evolution of the coastline.

This section will discuss the basic principles of sediment transport; further detail

can be found in the work of Fredsøe and Deigaard [29], Soulsby [30], Reeve et al.

[28], and the references therein.

Although sediments can be transported by unbroken waves and/or currents, the

majority of sediment transport processes occur in the surf and swash zones [31].

The process of transporting sediments in a mobile fluid can be simply described

in the following three steps [17]:

1. The incorporation of sediment into a fluid flow, also known as entrainment.

2. Transport of entrained sediment.

3. Settling and deposition of transported sediment.

Sediment transport occurs as a result of being acted upon by by two forces: mo-

bilising and stabilising (or resisting), as illustrated in Figure 2.3.

Figure 2.3: Forces acting upon sediments [32]
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If mobilising forces are greater than stabilising, sediment will start to move. Drag

and lift forces act as mobilising forces, whilst gravity is generally the stabilising

force (although in some cases, for example, on a sloping bed, it can also act as

a mobilising force). As such, transport of sediment can only occur if mobilising

forces exceed a certain critical value, known as the sediment threshold [33].

Many sediment threshold theories exist, the first of which was presented by Shields,

who in 1936 [34] studied sediment particle mobility and introduced a now well-

known mobility threshold (τ∗), the eponymous Shields parameter, the formula for

which is shown in Equation 2.1.

τ∗ = θ =
τ

(ρs − ρ)gD
(2.1)

Where:

• τ is a dimensional shear stress;

• ρs is density of the sediment;

• ρ is density of the fluid;

• g is acceleration as a result of gravity;

• D is a characteristic particle diameter of the sediment.

There have been a number of extensions and adaptations that have been proposed

for the Shields parameter since its publication; Soulsby and Whitehouse [35], for

example, extended it for very fine sediment grains. Many transport formulae have

been proposed throughout the last century, ranging from Meyer-Peter and Muller

(1948) [36] to Nielsen (1992) [37]. These formulae derive a rate of transport from

the difference of the flow Shield’s parameter to the critical Shield’s parameter,
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which requires a calculation of the force of fluid against the bed, otherwise known

as bed shear stress [38], as shown in Equation 2.2.

τ = γ DSw, (2.2)

Where:

• τ is shear stress (N/m2);

• γ is water weight density (N/m3, lb/ft);

• D is average water depth (m, ft);

• Sw is the water surface slope (m/m, ft/ft).

Many of these formulae have two characteristics that restrict their applicability

in the coastal environment. In their original form, the majority of these sediment

transport models were developed for steady flow in channels, using a time inde-

pendent channel friction formula. An oscillatory friction formula must be found

in order to apply these models to the coastal environment where an oscillatory

flow, such as in waves, will be present [38]. A summary of these models adapted

for coastal use can be found in [35]. Secondly, many earlier sediment transport

models assume the presence of a homogeneous mix of sediment. Realistically, the

sediment sizes on a seabed may vary, and different sizes will lead to different rates

of flow. Accordingly, a number of studies have investigated differential rates of

transport that occur when varying sizes of sediment are present, of which the

work of Armanini and Di Silvio [39] is among the earliest examples. Later in 1996

Pender and Li [40] developed a numerical model of mixed sediment transport,

which individually modelled different sized sediment fractions, allowing numerical

sediment sorting, thereby allowing the time-varying composition of the sediment

mix to be determined.
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2.4.1 Modes of Transport

Once sediment motion has begun there are various modes in which it can be

transported. Each mode of transport has different characteristics and the mode

will therefore determine the morphological response. There are two modes of

sediment transport that are generally recognised in the coastal environment [23]:

1. Bed load transport occurs during low velocities. In this mode, sediment rolls

or slides whilst being fully supported by the bed.

2. Suspended load transport involves suspension of sediment in a water column

during high velocity situations.

Some authors differentiate further, for example Dean and Dalrymple [41] who

identify Swash load (movement occurring in the swash zone) as a third mode

of transport. Reeve et al. [31] identify two modes of transport in addition to

the above primary two, namely washload and sheetflow. The washload comprises

sediment consisting of very fine particles which are suspended but do not originate

from the bed; rather, they enter the system from river tributaries. Sheetflow

occurs during higher rates of transport when more than one layer of sediment

travels along the bed. As such, this could be viewed as an extension of bed load

transport. Bed load transport is the dominant mode for low velocity flows and/or

when large grain sizes are present in the sediment, whilst the opposite is the case

for low velocity flows and small grain sizes [31]. Efforts to model the process have

suggested that suspended load is more important within the surf zone, but since

bed load transport is very difficult to measure under field conditions, there is little

if any consensus on the subject [42].
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2.4.2 Monitoring and Measurement

Monitoring is an essential undertaking in order to collect such data on any coastline

where flooding or erosion is occurring or is a potential risk [43]. The process of

monitoring a beach generally begins with a baseline survey, the results of which

are used to establish an understanding of the beach’s physical characteristics, and

should therefore be as detailed as possible. On occasion, there may not be sufficient

information available to use as a starting point for a baseline assessment. Such

cases may necessitate original survey work [23], in order to establish a baseline

against which future change can be measured. This work should be undertaken

over several years in order to allow for any natural fluctuations that may occur,

thereby allowing for a more comprehensive and accurate prediction of potential

impacts. Given the dynamic nature of coastal systems, monitoring needs to be

an ongoing exercise in order to enable comparisons of monitoring data with that

obtained from the initial baseline survey.

There are many methods that have been used in order to attempt to measure sed-

iment transport, ranging from field measurements to detailed statistical analysis,

and much literature exists on the subject. Summaries of monitoring methods can

be found in [44], [45] and [46]. Common approaches include:

• Sediment budgets utilize historical data on topography and bathymetry

in order to assess evidence of morphological change. By combining measure-

ments of losses and gains with knowledge of coastal processes, a picture can

be built of rates of change over a given period.

• Sand traps, also known as sediment traps, are intended to capture sedi-

ments moving in the surf zone and assess the gross sediment transport at

specific points.
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• Tracers can be used to determine the direction of longshore sediment trans-

port (LST) by releasing them and at least partially recovering them later.

They exist in various different forms, both natural and artificial. Natural

sediments can be tagged in various ways such as dyeing and geochemically

in order to allow them to be identified later, whilst artificial sediments can

be made to a specific density and grain size.

In past monitoring programmes, the most common means of capturing data is

the use of total station theodolite combined with a data logger. Most do not

require manual recording of data, although much of the operation of the equipment

is manual. However, accuracy is degraded as the distance from the instrument

increases. Additionally, operational problems occur during low-light conditions,

which can be significant when surveying in early morning or evening over low-water

periods [42].

More recent developments largely centre around the Global Positioning System

(GPS), which was originally developed by the United States Department of De-

fence in 1973, initially for military purposes, but was allowed for use by civilians in

the 1980s. Morton et al. [47] made use of kinematic GPS for monitoring beaches

as part of an attempt to devise methods that could be “rapid, reliable, relatively

inexpensive, and maintain or improve measurement accuracy”. They went on to

devise a method of collecting data which used a moving vehicle to collect data

from large areas of coastline. Results indicated that variations in topography were

generally more pronounced cross-shore than parallel [42]. Accordingly, surveys are

usually carried out in the form of cross-shore profile surveys, with survey points

recorded every second and profile line spacing generally being between 25m and

50m depending on the site that is being studied. It was correctly predicted that

GPS techniques would replace conventional profiling as the preferred method for

future beach monitoring. GPS is now used extensively for field data collection.
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Its primarily advantage over other techniques is the speed at which data can be

captured, making it particularly suitable for repetitive surveys.

The main limitation of existing monitoring methods is that they are restricted

to the visible beach. As can be observed in Figure 2.1, the coastal zone extends

beyond this to beneath the sea’s surface as well. Therefore, it is also necessary to

be able to monitor underwater occurrences in order to build a complete picture

of the coastal processes that are taking place. Furthermore, despite the benefits

GPS has brought to beach monitoring, its operation remains largely manual which

restricts the frequency with which monitoring activities can be carried out. An

automated means of beach monitoring is therefore desirable as well.

2.4.3 Prediction

Sediment transport rates are considered in terms of the longshore and cross-shore

components previously discussed in Section 2.4, and the majority of previous work

has focused on longshore sediment transport (LST) [42], largely because this has

a more significant impact on the evolution of the coastline. Esteves et al. [48]

identify three ways of estimating LST:

1. Direct measurements

2. Empirical formulae

3. Inference of net LST from observed large-scale changes

The former and latter of these approaches require considerable resources in order

to gather the necessary data, and therefore investigators may not have access to

all the equipment to measure the parameters that are required by the formulae.

Furthermore, As a result of this, the majority of LST studies are reliant solely

on empirical predictions, which, when considering large time and/or spatial scales
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can result in large errors. Although accurate measurements can often be attained

by physically modelling conditions in a lab environment, uncertainties associated

with scaling can make interpreting the results problematic [49].

A number of formulae exist for the purpose of calculating both cross-shore and

longshore transport, however, agreement between the derived formulae and field

measurements is rare. Bayram et al. conducted a study of six sediment transport

formulae for cross-shore prediction and compared them to field measurements, and

found that for all six formulae, the measured and calculated transport differed by

a factor of 5 or more in 20% of the cases studied [50]. Even the direction of cross-

shore sediment transport remains difficult to predict [51]. Although in the case of

longshore transport the direction is often obvious, large differences have neverthe-

less been found to exist between the calculated and measured transport [52]. As

such, it is generally agreed among coastal scientists that field measurements are

the most reliable approach [53] [54] [55].

2.5 Depth of Closure

The littoral zone is an area in which important sediment transport processes occur,

and this area ultimately forms a beach [56]. In this area a zone extends across the

whole beach into the water, eventually reaching a depth where sediment transport

is less active [55]. The depth at which there is little or no significant movement of

sediment is often referred to as the depth of closure (DoC), which was first defined

in concept by Hallermeier [57] in 1978 and later described in detail by Krauss as

[58]:

“The depth of closure (DoC) for a given or characteristic time interval is the most

landward depth seaward of which there is no significant change in bottom elevation

and no significant net sediment transport between the nearshore and the offshore.”
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DoC is a fundamentally important concept in coastal engineering, as it can be used

as an indicator of the seaward limit of significant sediment transport. As such,

it is crucial for establishing sediment budgets as well as associated applications

such as beach nourishment [59]. For example, by providing an estimate how far

offshore morphological change is likely to occur, coastal engineers can better assess

the volume of sediment that will likely be required in order to nourish a specific

section of the coast. Its importance has been further identified in relation to the

design and construction of structures in the coastal region, such as groynes and

piers [60].

Despite its importance, DoC is a somewhat vague concept [61] [62], largely as a re-

sult of insufficient hard data being available for analysis due to the aforementioned

limitations in current monitoring methods, as discussed in Section 2.4.2. DoC is

generally accepted to range between 4 and 6 metres [63], an estimate literature

seems to agree with; a study involving repetitive surveying of 555 beach profiles

over a 5 year period, Wang and Davis [64] found an average DoC of 4.9 metres

in areas absent of direct control of the regional hard bottom. However, there are

exceptions, as demonstrated in a case study conducted by Marsh et al. [65], which

found that DoC can be as high as 10 metres over long periods of time.

A lack of accurate DoC measurement results in only a partial understanding of

sediment transport processes being achieved due to the inability to monitor un-

derwater processes. This in turn results in a lack of important data for planning

optimal and appropriate responses to coastal erosion. The development of an

approach to measure depth of closure is therefore highly desirable, and such an

approach will be made in this thesis.
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2.6 Chapter Summary

This chapter has discussed principles of the coastal environment and the growing

problem of coastal erosion. In particular, this chapter has examined sediment

transport and the concept of depth of closure (DoC), with a focus on methods of

monitoring and predicting this process. Two main limitations in existing monitor-

ing techniques were identified: the inability to monitor beneath the sea’s surface,

and the fact that they lack automation, meaning that monitoring needs to be

manually undertaken.

Accordingly, Chapter 3 will examine how these two limitations can be overcome

using ultrasonic sensors and Wireless Sensor Network (WSN) technology, each of

which addresses one of the above limitations. The findings from this will then

inform the development of a novel automated means of measuring underwater

sediment transport.



Chapter 3

Sensors and Wireless Networks

Following a review in Chapter 2 of methods currently available to assist in mon-

itoring of coastal erosion, the two main limitations identified were the inability

to monitor beneath the sea’s surface, and that their operation is largely manual.

Therefore, an alternative approach was sought in an attempt to overcome limita-

tions of current methods. Specifically, the aim was to identify a method capable of

monitoring underwater sediment transport processes relevant to coastal erosion,

and furthermore, one that can do this on a regular basis and long-term. Consid-

ering these requirements, ultrasonic sensors in combination with Wireless Sensor

Network (WSN) [66] [67] [68] [69] are viewed as a solution.

This chapter is divided into two sections. The first discusses ultrasonic sensor tech-

nology along with the relevant background theory, and then outlines the technique

of echosounding, which has been used for measuring ocean depth since the 1950s.

Following this, WSN technology is presented, with a focus on the key features

that make them suitable for this work, as well as their advantages over existing

approaches.

30
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The ASTEC (Automated Sensing Technolgies for Coastal Erosion) project is then

discussed in detail, as the primary previous example of applying WSN technol-

ogy to monitoring underwater sediment transport. The deployment approaches

of underwater sensor networks are critically compared with those of a floating

echosounding equivalent, in order to ascertain the benefits of this approach over

the previous attempt in this field.

3.1 Sensors

Sensors are used to capture data about the environment being monitored. Sensors

are a form of transducer which translate physical conditions into electrical signals

which can then be interpreted and analysed. Depending on the output that they

produce, they can be classified as either analogue or digital devices. Sensors are

typically described based on the parameter(s) that they monitor, such as pressure,

temperature, magnetism, sound, etc (e.g. a pressure sensor or motion sensor).

Broadly, sensors can be divided into three different categories [71]:

• Passive, omnidirectional sensors measure physical quantities of environ-

mental conditions without manipulating the environment in any way. Fur-

thermore, they do not have any sense of “direction” in measurements they

take. Examples of these sensors include those that measure light, vibration,

humidity, and chemical concentrations. The vast majority of the literature

reviewed assumes the use of passive omnidirectional sensors.

• Passive, narrow-beam sensors differ from omnidirectional sensors in that

they have a well-defined direction of measurement, but otherwise share the

same characteristics. A camera, for example, is a narrow-beam sensor, as it

takes “measurements” in a given direction.
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• Active sensors, in addition to measuring parameters, also actively probe

the environment, and therefore need to be continuously powered. Sonar and

radar are common examples of active sensors.

3.1.1 Ultrasonic Sensors

Ultrasonic sensors operate by measuring the time between sending a sound pulse

and receiving the reflection of the transmitted pulse [72]. By applying the formula

shown in Equation 3.1 to the time taken, the distance (d, measured in cm) between

the sensor and the reflecting object can be determined.

d = vt/2 (3.1)

Where:

• v (m/s) is the velocity of the sound wave.

• t (seconds) is time between the sound pulse being transmitted and received.

This is divided by two to account for the two way journey taken.

3.1.1.1 Ultrasound

Ultrasonics are a branch of sound waves that occur at frequencies above 20 kilo-

hertz (Khz). It does not differ from audible sound in terms of physical properties,

except that it cannot be heard by humans [73]. Like all sound waves, they con-

sist of mechanical vibrations which travel through a given medium at a specific

velocity, and are reflected or transmitted when they encounter a boundary with a

different medium [74].

The most important properties of propagating sound waves are:
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• Frequency (Hz) - all sound waves oscillate at a specific frequency, which

refers to the number of vibrations or cycles per second.

• Velocity (m/s) - the speed of a sound wave, most commonly measured in

metres per second (m/s), which will differ depending on the medium through

which it travels. Velocity of a sound wave can be determined as per Equation

3.2

V = fλ (3.2)

where f is the frequency, λ is the wavelength and V is the velocity.

• Wavelength (mm) refers to the distance between two corresponding points

in the wave cycle. This is shown in Figure 3.1, where the distance AB is

equal to the wavelength λ.

Figure 3.1: Wavelength [75]

The relationship between the above three properties is shown in Equation 3.3.

λ =
v

f
(3.3)

As can be observed, a change in frequency will in turn result in a change in

wavelength. In terms of object detection, a shorter wavelength resulting from

an increase in frequency will generally result in increased resolution, but at the

cost of reduced range, and increased risk of the sound wave scattering. As such,
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determining the optimal frequency will often involve the need to achieve a balance

between the positive and negative results of the selection. This is further discussed

in Section 3.1.2.

3.1.1.2 Boundary Reflection

When a propagating sound wave encounters a boundary with another material, a

portion of the associated energy will be reflected and a portion will be transmitted

through. Energy that is reflected is known as the reflection coefficient and is related

to the relative acoustic impedance of the two materials [76]. Generally speaking,

hard and homogeneous materials reflect sound waves better than those that are

soft or granular, although scattering (see Section 3.1.2) tends to increase when

the materials are coarsely structured, especially at high frequencies. Acoustic

impedance (Z, measured in Ω) refers to the extent to which the propagation of

the sound wave is resisted and is calculated as [74]:

Z = pV (3.4)

where p is the density of the material in question (grams/cm3) and V is the sound

velocity (m/s).

The reflection coefficient (R) can therefore be calculated as [74]:

R =
(Z2 − Z1)2

(Z2 + Z1)2
(3.5)

where Z1 is the acoustic impedance for one medium and Z2 is the same value for

the other.
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3.1.1.3 Beam Spread

The energy of an ultrasonic pulse is transmitted in a conical shape along the axis

of the transducer. As a pulse is generated it propagates through the medium in

front of the transducer, and spreads outwards in the form of a three dimensional

cone, which is initially narrow, but then spreads over an increasingly larger area, as

illustrated in Figure 3.2. Objects capable of reflecting sound (see Section 3.1.1.2)

that are in this conical area will be detected by the sensor.

Figure 3.2: Beam Width

As can be observed in Figure 3.2, the pulse begins with a narrow, cylindrical beam

width (W ), approximately equal to the width of the source transducer. This is

known as near field, or the Fresnel zone [77], which can be calculated as per

Equation 3.6:

W =
d2

4λ
(3.6)

where d is the diameter of the transducer and λ is the wavelength of the ultrasonic

beam.
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Beyond the Fresnel zone the beam takes a conical form, known as the far field,

or Fraunhofer zone [77], which begins at distances > d2

4λ
. At this stage, the beam

starts to spread over an increasingly large area, which causes the spatial resolution

of the sensor to deteriorate. Considering the wave equation of λ = v
f
, introduction

in Section 3.1.1.1, the Fresnel zone length can be rewritten as follows:

W =
d2

4λ
=

d2f

4v
(3.7)

This demonstrates, as can be observed in Figure 3.3, the length of the Fresnel

zone is increased as the wave frequency increases. Higher frequencies therefore,

offer improved resolution, at the cost of being more vulnerable to attenuation of

the beam, which is discussed in detail in Section 3.8.

(a) Beam Spread at 1MHz (b) Beam Spread at 9MHz

Figure 3.3: Beam Spread Comparison
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3.1.2 Limitations

3.1.2.1 Attenuation

When sound travels through a medium, the intensity of the signal diminishes as

the distance travelled by the sound wave increases. Further effects that weaken the

signal are produced through interaction of the sound wave with materials (unless

the materials are idealized rather than natural), which are known as attenuation,

which is the combined effect of two effects: scattering and absorption [78]. Atten-

uation is typically measured in decibels (dBs) and can be calculated according to

Equation 3.8.

A = A0e
−αr (3.8)

where A0 is the incident amplitude, A is the amplitude after travelling r distance,

and α is the attenuation coefficient [74]
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Figure 3.4: Scattering of an ultrasonic wave [79]

Scattering, as depicted in Figure 3.4, occurs when sound waves are reflected in a

direction other than the original direction of propagation, which happens due to

inhomogeneities, such as pores, contained in the material(s), in this case sediments.

Even when the sediments being measured are homogeneous, they can still generally

be considered an inhomogeneous material from the perspective of sound wave

propagation because it is not isotropic (i.e. the properties are not the same in all

directions). Absorption generally increases the higher the frequency and results in

sound energy being converted into heat, which can be caused by several processes

such as heat conduction and internal friction [74].

Both of these effects can negatively limit the interaction of a sound wave with

materials, though scattering is the effect that is particularly problematic, not just

because it results in numerous “false” echoes with which true echoes may get

confused, but also because of the limited means to alleviate it. The problem of
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absorption can be counteracted by increasing the transmitter voltage and ampli-

fication, but this solution cannot be applied to scattering, as it would worsen the

effect, since an increase in initial energy would in turn cause an increase in the

false echoes. Thus, utilising lower frequencies is the only way to reduce scattering,

which in turn limits the level of detectability that can be achieved [74]. The extent

to which this is a hindrance is application dependent, but it is potentially a major

limitation for an application where high resolution is required.

3.1.2.2 Blind Zone

The blind zone, also known as the dead zone [80] is an inherent issue with ultrasonic

sensors. It refers to distance between the sensor and its minimum sensing range.

This principle is illustrated in Figure 3.5.

Figure 3.5: Blind Zone [81]

An ultrasonic sensor has a transducer that both emits sound waves and detects

the echo that is reflected, and the transducer alternates between these two func-

tions. Once a sound wave has been emitted the transducer then needs to switch

from transmitting to receiving mode so that the returning echo can be detected.

The time delay that this process causes translates into a distance within which

measurements are not reliable, i.e. the blind zone. As such, the minimum distance

of measurement must be considered when determining the placement of sensors

and when interpreting results.
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3.1.2.3 Crosstalk

Crosstalk is a common problem that arises when multiple ultrasonic sensors are

operating in close proximity, and is often the source of incorrect measurements

[82]. It occurs when one sensor receives an echo that originated with an adjacent

sensor. Since the sensor receiving the echo has no way to determine that it did not

originally emit the sound wave, this leads to an incorrect measurement. Crosstalk

has been investigated by many researchers over the years, with a number of differ-

ent solutions proposed. Most of these have sought to improve sensor performance

by adding information to the ultrasound signal, for example by means of frequency

modulation and pulse modulation [83]. If each sensor was configured with a dif-

ferent frequency, crosstalk could be easily eliminated, but this is not a realistic

approach in most cases due to bandwidth limitations, and additionally due to the

fact that frequency ranges for most transducers are small [84]. Furthermore, this

would mean each sensor would have a different resolution, which would result in

accuracy and precision of measurements being inconsistent across different sensors.

The most basic method to avoid crosstalk is to simply ensure that each sensor

transmit in sequence; in other words, no two sensors simultaneously send and

receive [85]. Since ultrasonic pulses are sent at different times, the possibility of

one sensor mistaking another’s echo as their own is eliminated. This is also known

as multiplexing, a functionality incorporated by many ultrasonic sensors. Since

the study in this thesis only focuses on proof-of-principle and does not require

real-time performance, this is an adequate solution in this case. However, more

efficient methods of crosstalk elimination would need to be investigated in the

event that future developments of this research required higher performance, for

which simple multiplexing of sensors may be insufficient.
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3.1.3 Echo-Sounding

The term “Sounding” is the term used in reference to all types of depth measure-

ment. It is derived from the old English word “sund”, meaning swimming, water

and sea; it is not related to sound in the physical sense of oscillation or vibra-

tion. Earliest methods of directly measuring water depth involved the use of lead

lines and sounding poles, which remained in use for many centuries due to their

principles of operation being very straightforward. Despite this, these methods of

depth measurement were very time consuming, especially when measuring very

deep bodies of water.

Sounding lines were a simple method of lowering a weighted line over the side of

a boat and measuring the length of the line output when the line hit the bottom.

This was useful not only for depth measurement but also for navigation, since it

made it possible to detect shallow water away from land. This is illustrated in

Figure 3.6. Sounding machines (Figure 3.7) were later developed which used reels

to deploy sounding lines and measure the output which increased the speed and

accuracy of measurements, particularly in deeper water.

Figure 3.6: Use of sounding lines for water depth (A) and safety indicators
(B) [86]
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Figure 3.7: Sounding machine developed circa 1895 [87]

Aristotle (384 - 322 BC) is thought to be the first to note that sound could be

heard underwater as well as in air. Nearly 2000 years later in 1490, Leonardo da

Vinci wrote that “If you cause your ship to stop, and place the head of a long tube

in the water and the outer extremity to your ear, you will hear ships at a great

distance from you” [88]. This was the first known example of what is now known as

passive sonar, however, it did not give any information about direction or intensity

of targets. The first mathematical theory on how sound travels was published

in 1687 by Sir Isaac Newton in Philosophiae Naturalis Principia Mathematica.

Although it focused on sound travel in air, the basic principles of Newton’s theory

can also be applied to sound travelling underwater [89]. The modern study of

underwater acoustics began in the early 19th century, with the first quantitative

measurements of underwater sound being made on Lake Geneva in 1826 by Daniel

Colladon and Charles Sturm. Their experiment consisted of striking an underwater

bell, and generating a flash of light that could be seen over the horizon (Figure
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3.8) . The elapsed time between seeing the flash of light and hearing the bell was

measured at approximately ten seconds.

Figure 3.8: First measurements of speed of sound [90]

From this experiment, Colladon and Sturm determined the speed of sound under-

water with surprising accuracy; their calculation of 1435 m/s is only three meters

less than today’s accepted values. Their study also demonstrated another impor-

tant characteristic of underwater sound, namely its ability to travel great distances

without significant dissipation [90]. However, it was soon realised that speeds in

waters varied significantly depending on such parameters as temperature, pressure,

and the amount of dissolved salts present (salinity).

It was during the two World Wars that underwater acoustic technologies were

heavily developed due to their use in submarine warfare. The simple method of

listening underwater as specified by Leonardo da Vinci was retained and applied

with a second tube, which made it possible to determine direction and bearing of

the target. Between World War I and II, these technologies were also adapted and

developed for peacetime use, resulting in inventions such as the fathometer, a ship

location system, and seismic prospecting [90]. Furthermore, advances in electronics

advanced the ability to amplify, process and display acoustical data. As a result
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of these advances, by the time World War II began, many ships were equipped

for underwater listening and echo ranging. Further development in underwater

acoustics was primarily concerned with locating and tracking German U-boats,

with acoustic mines and homing torpedoes being among the resulting inventions.

Echo-sounders, specifically single-beam echo-sounders (SBES), are derived from

the aforementioned military sonar equipment, and were a major development in

depth measurement and have been used for this purpose in hydrographic surveying

since the 1950s, which was only possible following improvements in transducer

technology [91]. This has seen further major developments since, particularly

over the last decade with the development of such techniques as multi-beam echo-

sounders and airborne laser sounding, which make it possible to provide near-total

seafloor coverage, enabling the gathering of massive bathymetric data sets.

Despite these more recent developments, SBES remain the dominant means of

hydrographic surveys worldwide. Higher accuracy and precision has been achieved

as a result of transitioning from analogue to digital recording, which has made them

interoperable with technologies such microcontrollers and the Global Positioning

System (GPS).

3.1.3.1 Basic Principle

The sonar process is initiated by an electrical pulse, which is then applied to the

transducer. Transducers are normally made from piezoelectric ceramic, which,

under the application of the electrical pulse, expands and contracts to generate

an acoustic pulse in the water. This pulse is propagated through the water and

is reflected and scattered by the seabed or by other objects present in the water

column. A proportion of the scattered energy is reflected back to the transducer,

which converts the acoustic pulse into an electrical signal which is then detected

and amplified by the receiver [92]. A control unit regulates the sonar process and
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usually incorporates a means of displaying and/or recording returned signals. The

sonar process is summarised in Figure 3.9.

Figure 3.9: Elements of a sonar system
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3.2 Wireless Sensor Networks

A Wireless Sensor Network (WSN) is a collection of smart devices, otherwise

known as sensor “nodes”, the numbers of which can range from a few to several

hundred or even thousands, depending on the application for which the WSN

is deployed. Sensor nodes are typically inexpensive, small, low powered devices,

making it easier to deploy them in large quantities.

Figure 3.10: Wireless Sensor Network Architecture [93]

Figure 3.10 depicts a typical WSN architecture. Sensor nodes in a WSN perform

three basic tasks; the collection, processing and transmission of data relating to

physical or environmental conditions, for example pressure or temperature. The

nodes co-operatively transmit the collected data through the network to its desti-

nation, which is normally a “sink” node (also known as a base station), a device

capable of performing more complex data processing. Finally, processed data can

be transmitted to a computer where it can then be analysed.

Initial development of WSNs was motivated by their use in military applications,

such as battlefield surveillance and intrusion detection [94]. However, their use ex-

panded and they are now for a diverse range of applications, areas of which include

environmental monitoring, health monitoring, and the control and monitoring of

industrial processes (e.g. manufacturing). Table 3.1 provides a summary of the

main types of WSN applications along with some typical examples.
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Category Example Applications

Military / Security
-Intrusion detection

-Battlefield surveillance

Industrial Control

-Intelligent buildings

-Predictive maintenance

-Improving productivity

Environmental

-Temperature

-Soil moisture

-Wind speed

-Wind direction

-Pressure

-Water quality / Pollution distribution

-Monitoring situations such as wildfires, floods etc.

Home Automation
-Smart homes

-Personal digital assistants

Agriculture
-Improve food quality

-Measurement of energy and light absorbed by plants

Medicine / Health Care

-Medical sensing, detecting signals such as

thermal, optical, and chemical. Used in

combination with signal processing algorithms to estimate a persons health status.

-Workflow efficiency in hospitals.

-Wearable sensors for monitoring various parameters such as heart rate.

Table 3.1: WSN Applications
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3.3 Key Features

WSNs have a number of features that make them suitable for a wide range of

applications. In this section, these are discussed with a focus on features that

make WSNs suitable in the context of this research.

3.3.1 Mesh Topology

Nodes in a WSN require the ability to communicate with their neighbours on the

network, as well as the sink node which serves as the gateway between the WSN

and the final destination. This is especially true when the deployment conditions

of the WSN are such that the topology changes regularly, which could occur in

two main scenarios:

� Additional sensor nodes are regularly added to the network.

� Sensor nodes are deployed in a location where they are subject to being

moved from one location to another.

If the network topology regularly changes, a path through which data is routed

on one occasion may not be available on another. As a result, a WSN is typically

deployed in the form of a mesh topology [95], an example of which is depicted

in Figure 3.11. This results in the ability of the WSN to route data between

sensor nodes by relaying data from node to node until the destination is success-

fully reached, a technique often referred to as multihop communications or

multihop routing, which allows all nodes in the network to communicate not

only with the sink node but also with each other. This gives rise to a key bene-

fit, self-healing, which ensures that in the event of a node failure, data can be

routed around the failed node, preserving connectivity and avoiding data loss even

in the event of hardware failure, thereby improving the overall network reliability.
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Shrestha and Xing [96] note that this process has high cost in terms of energy

consumption, and therefore in some cases it may be more efficient to allow the

WSN to “die”, rather than attempting network reconfiguration. However, they

also determined that mesh networking provided the highest level of reliability when

compared to other topologies.

Figure 3.11: Mesh Topology

The capability of multihop routing is particularly important considering the appli-

cation of this research. A WSN deployed in a highly dynamic and often turbulent

environment such as the sea is very likely to be subject to regular topology changes,

and therefore must be able to adapt to such conditions quickly. Furthermore, de-

ployment in salt water is problematic from a communications standpoint; salt

water is electrically conductive, and will therefore result in greater attenuation to

the radio waves that the sensor nodes use to communicate. Provided that there is

sufficient node density, multihop communications can contribute towards overcom-

ing problems of attenuation; routing data between nodes results in the effective

communication range being increased.
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3.3.2 Scalability

Scalability refers to the network’s ability to meet future growth requirements. In

the case of WSNs, it refers to the ability of the network to cope with an increasing

number of sensor nodes being added to the network over time [97]. There are

two primary features of WSNs that enable them to adapt in response additional

nodes being added to the network and the greater volume of traffic that will pass

through the network as a result. Firstly the mesh topology previously discussed in

Section 3.3.1 enables new sensor nodes to easily connect to the WSN and configure

themselves appropriately. Additionally, since all nodes in the network are able

to communicate with each other, this allows theoretically unlimited range [98].

Secondly, sensor networks can be programmed with specialized protocols designed

to cope with managing communication between a large number of sensor nodes.

Scalability is an important consideration when deploying a sensor network for

coastal monitoring; given the dynamics of many of the environmental processes,

it may become necessary to rapidly expand the WSN in order to monitor a larger

area. As such, the ability of WSNs to scale makes them an advantageous approach

when compared to traditional beach monitoring technologies, which are typically

only able to monitor one location at once, when in many cases it is highly desirable

to be able to monitor multiple simultaneously in order to provide a more complete

view of the site and the coastal processes occurring.

3.3.3 Expandability

Expandability refers to the ability of the nodes in a WSN to have their function-

ality expanded to include additional features that were not included originally.

There are two ways a sensor node can be expanded, which can broadly be de-

fined as software-based expansion and hardware-based expansion. Software based
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expansion involves programming the node’s controller unit to perform additional

functions in relation to how the device will respond in specific scenarios to data,

whether it be sensor data or network traffic. The extent to which software-based

expansion can be implemented varies according to the type of controller that is

utilized. Microcontrollers, for example, are the most common type of controller

and are generally easy to program, whereas application specific circuits usually

cannot be reconfigured once they are built.

Hardware-based expansion can be implemented in many different ways. For ex-

ample, hardware-based expansion to improve power efficiency might involve the

addition of solar harvesting capabilities. For this research, the WSN may be de-

ployed to determine water depth initially, but it may be desirable to later add the

ability to monitor other parameters as well, such as temperature or water levels,

in order to provide a better range of data on which decisions can be based. As

such, a system that takes into account not only the initial requirements, but future

requirements as well, is highly advantageous.

3.3.4 Non-Intrusive

The ability to monitor locations in a non-intrusive manner makes WSNs particu-

larly suitable for monitoring conditions in areas that might be adversely affected

(and by extension, the validity of any data obtained) by excessive human pres-

ence. This is particularly true of many animal habitats, as many animals are very

sensitive to human interaction. This has led to a number of WSN deployments

designed to non-intrusively monitor animal habitats, the first major example be-

ing the Great Duck Island Network in Maine [99], which was able to remain in

operation without issue for a six month period following deployment, enabling the

collection of valuable data which would not have been possible by other means.
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ZebraNet [100] is another example deployment created for the purpose of moni-

toring zebra migration patterns. Additionally, this project features a number of

innovations that are useful for a wide range of future deployments, particularly in

relation to node mobility and GPS integration, as well as energy efficiency through

the use of rechargeable batteries with solar cells, allowing them to be recharged

using solar energy, hence maximizing network lifetime. This approach may not

be feasible for many WSNs monitoring coastal processes as the nodes may not be

deployed in a location where they can easily pick up solar energy from the sun,

for example underwater. However, in deployments where this was a possibility, it

would contribute greatly towards the longevity of the network, and hence enable

a better variety of data to be collected.

Considering the use case of this research, coastal process monitoring, the non-

intrusive aspects of WSNs are particularly beneficial. Most beaches are important

recreational resources [101], and therefore an intrusive or obstructive method of

data collection would likely have adverse effects in terms of less people visiting the

beach. Not only could this impact the local economies as a result of less visitors,

but it could potentially also impact data validity, in the event that processes being

monitored are influenced by the activities of beach-goers, or by changes made to

the beach to accommodate them (e.g. construction) [102] [103] [104]. As such,

it is highly desirable that coastal monitoring equipment be able to operate in a

manner that has as little impact as possible on the coastal environment, both in

terms of natural processes and in terms of human activity.
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3.4 Potential Constraints

3.4.1 Energy

Energy efficiency is perhaps the most prevalent challenge in WSN operations, due

to typically finite resources of sensor nodes. Although other constraints discussed

in this section can cause significant problems, all are worsened by the broader

problem of excessive consumption of limited energy resources.

There are three tasks a sensor node carries out that consume energy. These are:

• Sensing - listening for data to receive;

• Processing - preparing received data to be sent;

• Transmitting - sending processed data to its destination.

Certain operational characteristics of communication systems can lead to waste

of available energy; major ones are explained below. Whilst such issues are not

unique to WSNs, they are generally more of a concern because of the aforemen-

tioned limited power available to the battery-powered sensor nodes.

• Idle Listening - this refers to a node listening to receive traffic that is not

sent; if nothing is sent, nodes will remain in idle mode most of the time. Many

(Medium Access Control) MAC protocols, such as that of IEEE 802.11 [105]

mandate listening before sending in an effort to avoid collisions occurring.

This method however, is not appropriate for WSNs, not only because of the

limited power available, but because the operating principles are different.

In a traditional wireless network, it is necessary to provide equal access

opportunity to users of the network, who are sending and receiving packets

for their own applications. Conversely, in a WSN, there is usually only one
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application, and all nodes on the network are co-operating with each other

on a common task.

• Collisions occur when two or more nodes attempt to transmit data simul-

taneously. Not only does this increase latency in the network, but it also

means that the corrupted packets need to be discarded and transmitted,

which increases energy consumption.

• Excessive listening occurs when a node receives a frame that was addressed

to another node. When such a condition occurs, the node will discard the

packet, which, together with the re-transmission that will be necessitated,

will waste energy.

As sensor nodes are usually battery-powered, available node energy is what deter-

mines the lifetime and ultimately usefulness of a WSN, and therefore optimizing

energy consumption is a major area of WSN-related research [106] [93]. Much

of this is focused on the development of MAC protocols [107], as the MAC layer

optimizes the most energy consumption, of which recent examples include [108]

and [109].

In many WSN deployments, such as those underwater [110], replacing batteries is

often impractical, in some cases impossible, and the WSN is effectively rendered

useless when the batteries are depleted. As such, efficient energy consumption,

whilst important in any deployment, is a crucial consideration of designing any

battery-powered WSN that is deployed in a location where energy cannot easily

be replenished.

3.4.2 Bandwidth Limitations

A number of constraints are present in wireless networks as a result of available

bandwidth being shared between all devices that are within radio range of each



Chapter 3. Sensors and Wireless Networks 55

other, since they all make use of the same transmission medium. In terms of this

research this is an important consideration, since nodes are likely to be deployed

in close proximity to each other, and as such, the greater the number of nodes,

the lesser the bandwidth available to each. Node density, although a benefit,

as previously discussed, (3.3.1) in terms of enabling multi-hop routing, may also

be a drawback in terms of bandwidth availability, as relatively small amounts

of bandwidth will be available for each node to utilize the greater number of

nodes there are. This issue is compounded by the fact that sensor nodes generally

only have rather small bandwidth amounts of bandwidth to utilize to begin with,

due to the energy constraints that were discussed in 3.4.1. Therefore, whilst the

bandwidth of most typical wireless local area networks (WLANs) can be measured

in megabits-per-second (mbps), WSN bandwidth is generally measured in the order

of kilobits-per-second (kbps). With this in mind, it is crucial to utilize available

bandwidth as effectively as possible.

The most efficient method of transmission is to permit a node to transmit whenever

it requires. However, on a shared medium this is not practically possible, as this

would result in collisions occurring. As such, the design of MAC protocols [111]

must take preventing interference into account, whilst ensuring that the available

bandwidth is effectively utilized.

3.4.3 Security

Security is an important concern in any computer network, though generally more

in those that use wireless communication, since no physical connection is required

for an attacker to gain access. Whilst the attacks that a WSN is vulnerable to are

much the same as any other wireless network, the problems are often exacerbated

by the broader problem of energy limitations; the more complex a security protocol

the more processing work a sensor node will need to do. As a result, it may be
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necessary to make a compromise between security and energy efficiency; which

takes priority will likely depend on the specific application of the WSN; if sensitive

data is being collected (for example in the case of military deployments), it might

require encryption to prevent it being read in the event it was compromised. Chen

et.al provide a detailed discussion of WSN security in [112].

3.5 Wireless Sensors vs Traditional Methods

Monitoring of the coastal zone is generally achieved by means of a small number

of expensive and high precision sensing devices, which collect relevant data which

must then be manually downloaded and analysed, although some such devices can

be combined with long-range communication networks, such as the Global System

for Mobile Communications (GSM), which has the benefit of allowing locations

to be monitored remotely [69]. This chapter has discussed in detail WSNs as

a means to improve monitoring technologies. The drawbacks of current coastal

monitoring methods are summarised below, followed by the ways in which WSNs

can overcome these.

• Each device is generally only able to monitor one location (point) at a time,

whilst in many cases it is desirable to monitor multiple points simultaneously

in order to provide a more complete view of the site and associated coastal

processes.

• Permanent deployments, whilst theoretically possible, are not realistic in

most cases; data loggers are generally large in size and high in cost, and

therefore permanent deployment on a beach would leave them vulnerable

to potential damage or theft. As a result, use of data loggers remains a

personnel-rich process; if new measurements need to be taken the site must

be revisited.
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• The above drawback is compounded by the fact that repeated visits to take

measurements at a site may not always be possible. Beaches represent a

highly dynamic system that is constantly reshaped by wind and waves. As

a result, a point that was possible to measure previously may not be at a

later time as a result of conditions such as higher tide levels, resulting in

incomplete data collection.

• Beach monitoring using data loggers remains a largely manual process. Typ-

ically the researcher must be present on the site to operate equipment, and

in the case of large beach profiles, this can be a highly time-consuming pro-

cess, and, as previously mentioned, one that must be repeated in order to

measure changes over time.

• There is a single point of failure. If a data logger fails measurements cannot

be taken, and replacing them can be costly.

In comparison to traditional monitoring equipment, WSNs have a number of sig-

nificant benefits that help eliminate or at least alleviate the above issues:

• Economical - current coastal monitoring technologies, whilst providing real-

time data, typically require researchers to be present to operate the device

and take measurements; future measurements will require future visits. A

WSN provides substantial economic benefits by comparison. Firstly, they en-

able data to be accessed in real-time without repeated visits to the monitored

site being necessary. Secondly, logistics are greatly reduced to deployment

of the network and occasional maintenance.

• Safety - since WSNs can be permanently deployed, they are particularly

advantageous for the monitoring of areas where repeated visits would be

potentially unsafe for researchers.
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• Access to more sites - WSNs can be deployed in locations that may not

be reachable by researchers, for example underwater, thus enabling a better

range of data to be collected and a more complete understanding of a process,

such as erosion, to be established. Additionally, nodes that make up a WSN

can be deployed across a number of different locations, enabling multiple

points to be monitored simultaneously.

• WSNs are typically deployed in the form of a mesh topology, in which all

nodes are able to communicate directly with each other, eliminating the sin-

gle point of failure that exists with traditional technologies. Additionally,

the multi-hop nature of this topology enables potentially unlimited com-

munication range, as more sensor nodes can be added to the network as

required.

3.6 ASTEC

Previous work also carried out by the University of Wales Trinity Saint David

(UWTSD) (at the time Swansea Metropolitan University), in collaboration with

Wireless Fibre Systems (WFS) Ltd and Vale Port Ltd, developed an underwa-

ter sensor network that deployed differential pressure sensors on the seabed [113],

known commercially as Automated Sensing Technologies for Coastal Monitoring

(ASTEC) [114]. Sensor nodes were fixed and measured the movement of sediment

by determining the amount of sediment that was settling on top of them. Data

was gathered at two hour intervals and transferred to the sink node on the sur-

face once a day. The sink node would then transmit the collected data via the

mobile phone network (GSM) to a computer for analysis [115]. Significantly, this

project also demonstrated the potential of using electromagnetic (EM) communi-

cations underwater, differing from most underwater deployments which primarily

use acoustic communication [116].
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Although acoustics is a proven technology for underwater communications [117],

its performance can be adversely affected by conditions such as turbidity and

ambient noise, particular in shallow water close to the shore, where wave activity

worsens their effects. This was a problem for deployments for monitoring depth of

closure, which by necessity would have to operate in shallow waters (as discussed

in Section 2.5, this typically ranges from 4 to 6 metres). Optical communication

was considered as an alternative, but since it relies on the propagation of light it

requires line of sight (LOS), and is only a realistic approach in very clear water

over short distances [118]. As such, it was not considered further.

Considering the shallow water environment in which the WSN would be deployed,

EM communications provide a number of benefits over both acoustics and optical

communications [119]:

1. EM waves are easily able to smoothly cross through the air and water bound-

aries, unlike acoustics or optics, which opens additional transmission paths

which can extend the communication range of the network. For example,

communication could occur (a) completely through the water, (b) through

the seabed, or (c) through the water, through the air, and through the water

again [120]. This concept is illustrated in Figure 3.12.
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Figure 3.12: Paths of Transmission [120]

2. EM waves are able to tolerate turbulence caused by wave or human activity,

unlike acoustics or optical waves.

3. EM waves are able to function in dirty water conditions.

4. EM waves offer significantly higher bandwidth than acoustic communica-

tions.

A multi-hop WSN was designed with a fixed topology; as is the case with most

WSNs, the architecture had a multiple source single destination traffic pattern.

Data was delivered in cycles, with all nodes being kept in sleep mode until they re-

ceived a synchronization signal for communication of data. Once they had finished

transmitting data, they switched back to sleep mode.

Although, as previously mentioned, EM signals in general have far higher band-

width than acoustics, their transmission range through salt water is restricted due

to the conductivity of the medium, resulting in significant attenuation. Therefore,

a 3kHz frequency was utilised with a 100bps data rate [121]. This allowed a trans-

mission radius of 40m; accordingly, this was set as the maximum distance between

any two nodes.
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Field trials were conducted of the developed system offshore at Tenby and also in

Port Edgar Marina in Scotland. The physical layout of the network is shown in

Figure 3.13. Measurements were acquired over a 24 hour period with data logging

scheduled at 5, 15, 25, 35, 45 and 55 minutes past each hour and data upload

occurring at 10, 20, 30, 40 and 50 minutes past each hour [122].

Figure 3.13: ASTEC Physical Layout] [122]

A remote sensor node from the ASTEC project is shown in Figure 3.14. These

nodes were located on a seabed and communicated with the sink node which was

located 1.5m below the surface and tethered to a buoy, from where it was then

relayed to a remote computer for processing and analysis.
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Figure 3.14: ASTEC Remote Node [122]
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(a) Node 1

(b) Node 2

(c) Node 3

Figure 3.15: ASTEC Trial Results [122]
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Sediment transport was determined based on the pressure difference. Based on

the results shown for each sensor node in Figure 3.15, which demonstrate the

collection of data for two tidal cycles during the 24 hour measurement period,

the difference between the pressure sensor readings were calculated as shown in

Figure 3.16. Based on these results, it was determined [122] that they represented

the sensitivity of the system (in that the pressure differences were caused by noise

fluctuations) rather than evidence of sediment transport. Unfortunately, no data

from longer periods of measurement was available for comparison.

Figure 3.16: Differential Pressure [122]

As described throughout this section, The ASTEC project was successfully de-

ployed and demonstrated proof-of-concept, however, little useful data could be

gathered due to problems relating to energy consumption and associated issues

with deployment and maintenance. These issues were not unique to the ASTEC

project however; rather they were of a general nature that would likely impact any

underwater WSN deployment. It was therefore considered worthwhile to investi-

gate different deployment approaches. This led to a comparison being carried out

between submerged and floating WSN deployments for the purpose of monitoring

underwater sediment transport, which highlighted a number of advantages to us-

ing a floating deployment, which are discussed throughout the remainder of this
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chapter, leading to the proposal of a new method of monitoring sediment transport

using a floating WSN.

3.7 Comparisons - Underwater vs Floating WSNs

3.7.1 Cost

Sensor nodes in terrestrial WSNs are expected to become increasingly inexpensive.

However, UWSNs require more complex transceivers that can function underwater

as well as advanced hardware protection capable of withstanding the conditions

of the underwater environment, such as pressure, extremely low temperatures

and salinity levels. Additionally, the processing capabilities of sensor nodes may

need to be more advanced; the underwater communication channel is likely to be

intermittent meaning that it may be necessary for sensor nodes to perform data

caching. This increases cost of the devices as well as their power requirements.

Floating WSNs, whilst naturally requiring their hardware to be protected against

water, need this to a much lesser extent, due to the absence of extreme pressure

levels on the surface. Additionally, since communication occurs on the surface it

is not necessary for nodes to communicate underwater, reducing the complexity

of transceivers and processing requirements of the sensor nodes, and therefore the

overall deployment and maintenance costs.

3.7.2 Deployment and Maintenance

Deployment of a UWSN is likely to be an intensive process; the sensor nodes are

likely to be heavy and bulky due to the necessary hardware protection. Addition-

ally, in order to ensure more accurate pressure measurements, the angle of the

sensor node on the seabed would need to be observed, likely requiring the use of
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divers to ensure that the nodes are correctly positioned. However, the underwa-

ter environment can cause the node to move, which could potentially reduce the

validity of the measurements. In terms of maintenance and reliability, once an

UWSN is deployed it is virtually impossible to carry out any maintenance without

retrieving the device from the seabed, meaning the device will be out of operation

during this process. Finally, despite hardware protection, pressure levels at the

bottom of the sea are such that water damage is still possible.

These problems are largely absent with floating WSN deployments, due to their

lesser water protection requirements. Additionally, they can be retrieved easily

for maintenance purposes, and the ability to recharge batteries using solar cells

and/or small wind turbines improves their longevity.

3.7.3 Communication

The three possible underwater communication technologies, acoustics, RF, and

optical, have all been proven to work underwater, but none of them can be classed

as the one optimal medium for UWSNs. A WSN deployed for the same purpose

of monitoring sediment transport is presented in [115]. Whilst demonstrating that

RF communication is possible underwater, its use of very low frequencies resulted

in a data rate of only 100 bps, which would not be sufficient for many UWSN

applications, especially if the system needed to collect and transmit data on a

regular basis.

A floating WSN does not need to communicate underwater; following data collec-

tion it can transmit readings to the sink node using wireless technologies such as

ZigBee, enabling the data communication to avoid issues such as extreme band-

width limitations and propagation delays.
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3.7.4 Power Supply

Energy efficiency is a problem prevalent in all battery-operated WSNs. However,

it worsens when the WSN is deployed in a location where batteries cannot be easily

replaced or recharged; such is the case with UWSNs. Additionally, power require-

ments for underwater communications are greater, as more complex digital signal

processing (DSP) has to be performed by the receivers in order to compensate for

the channel impairments [123].

By communicating on the surface, floating WSNs not only reduce the communi-

cation power requirements, they also ease the process of replenishing sensor node

battery power, either through replacements or by charging using small solar panels

or wind turbines on the surface.

3.7.5 Localization

Localization refers to determining the location of the sensor node, which, for many

applications is crucial in order for collected data to be meaningful, and can also

be important for such tasks as routing and node tracking [124]. Localization is

achieved with ease in terrestrial sensor networks due to the availability of the

Global Positioning System (GPS). However, limited propagation of radio waves

through water means that GPS will not work with UWSNs. Even if the sensor

nodes are fixed in position it can be difficult to rely on location, as the harshness

of the underwater environment means that can still be moved around. As a result,

localization techniques for UWSNs is an active research topic; a recent review of

several proposed solutions is provided in [125]. Floating WSNs do not suffer from

this problem, since they communicate on the surface of the water they can work

with GPS easily much like terrestrial WSNs.
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3.7.6 Security

Security is an important concern in any computer network, though generally more

in those that use wireless communication, since no physical connection is required

for an attacker to gain access. Whilst attacks that a WSN is vulnerable to are much

the same as any other wireless network, they are often exacerbated by broader

problems of energy limitations; the more complex a security protocol the more

processing work a sensor node will need to do. As a result, it may be necessary

to make a compromise between security and energy efficiency, though which takes

priority will likely depend on the specific application of the WSN; if sensitive data

is being collected, it will require encryption to prevent it being read in the event

it was compromised.

A floating deployment can make use of existing wireless networking protocols such

as ZigBee and 6LoWPAN, which provides the facilities for carrying out secure

communications [126]. Additionally, reduced power requirements and comparative

ease of replacing and/or recharging batteries make more processing capability

available to meet security requirements.

3.7.7 Comparison Summary

The comparison between underwater and floating WSN deployments is summarised

in Table 3.2. Following a critical comparison of both approaches, it is suggested

that the dominant means to date of deploying WSNs for monitoring sediment

transport is inefficient both practically and technically. The remainder of this

chapter therefore focuses upon the proposal of a new method with the view of

overcoming the deficiencies identified.
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Criteria Underwater Sensor Networks Echosounding Sensor Networks

Cost
- Complex node design

- Require advanced hardware protection

Less complexity required in transceiver

design and node processing

Deployment/

Maintenance

- Heavy and bulky due to hardware protection required

- Difficult to maintain once deployed

- Relatively easy to deploy and

retrieve for maintenance purposes

Medium - No optimal communication medium

- No underwater communication necessary

- Existing established technologies such as

ZigBee and 6LoWPAN can be used

Power Supply

- Complex DSP resulting in

higher power requirements

- Difficult to replenish power

- Reduced communication power requirements

- Easier to replace/recharge power supply

Localization - No firmly established method
- GPS can be used to accurately

establish the position of a sensor node

Security
- Increased power requirements result in

less power available for security protocols

- Can take advantage of existing protocols that

consider security such as ZigBee and 6LoWPAN

Table 3.2: Underwater vs Floating Sensor Networks

3.8 Chapter Summary

This chapter has discussed ultrasonic sensors and WSN technologies as a means to

overcome limitations of existing coastal monitoring methods that were previously

highlighted in Chapter 2: their inability to measure processes in the submerged

portions of the coastal zone, and their need for largely manual operation. Com-

bined, ultrasonic sensors and WSNs show promise in overcoming not only these

main limitations, but also at a lower cost and with lower-risk operation. Ac-

cordingly, ultrasonic sensors and WSN technology will form the basis of a new

method for monitoring underwater sediment transport, the development of which

is presented in Chapter 4.



Chapter 4

Novel Method of Measuring

Sediment Transport

4.1 Introduction

A review of literature (Chapters 2 and 3) identified that although extensive re-

search has been carried out with respect to monitoring sediment transport, there

are a number of significant research gaps, which are summarised as follows:

• There is currently no method of monitoring movement of sediments beneath

the sea’s surface. This results in a lack of important data for coastal engineers

to utilise in the development of coastal management strategies.

• Certain characteristics of ultrasonics and WSN technology make them a very

promising solution in terms of overcoming limitations identified with current

monitoring methods. However, examples of the deployment of this approach

are limited.

� Whilst there have been recent studies that investigate the use of WSNs

for monitoring sediment transport these, much like current methods, have

70
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been largely limited to monitoring the visible beach and do not consider

underwater activity.

• Previous work undertaken by UWTSD (ASTEC) developed an underwa-

ter wireless sensor network (UWSN) to monitor sediment transport on the

seabed. However, it was not able to collect significant amounts of useful

data, due to problems relating to energy consumption as well as more gen-

eral implications associated with underwater deployments.

• Floating echosounding deployments have the potential to overcome most

problems that hindered the usefulness of the ASTEC deployment. A floating

deployment would measure water depth, and by correlating this with tide

level data the change in sediment levels could be measured. More research

needs to be carried out to determine feasibility of this approach.

This thesis proposes a new novel method of monitoring sediment transport on the

seabed by measuring water depth in correlation with tide level measurements. The

development of a prototype system to test this method is accordingly the focus of

this chapter.

Although this system is eventually intended for use in water, as resources were

limited it was only possible to carry out tests in air for the purpose of this research,

which was sufficient in terms of achieving proof of concept. Although testing in

water would have been desirable to further validate the approach, the complexity,

time and money that would be involved in terms of the equipment required was

not considered justifiable. Therefore, in-air validation is achieved in this thesis,

with recommended further stages being presented for extending this method to

the underwater environment in Chapter 6.
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4.2 Proposed Novel Method

Based on the comparisons carried out in the preceding sections of this chapter,

this thesis proposes a new method of monitoring sediment transport by employing

a combination of echosounding (ultrasonic distance measurement) and wireless

sensor networks. This new method aims to reduce the complexity and limitations

in underwater sensor networks previously discussed.

4.2.1 Overview

The expression for the proposed new method of monitoring sediment transport

(T, measured in cm) is given below in Equation 4.1:

T = D −R (4.1)

where:

• D (cm) = datum, the baseline against which change is measured

• R (cm) = sensor reading

This method would be deployed in the form of a sensor network that floats on the

surface of the sea and uses echosounding to determine water depth. In common

with most coastal monitoring programmes (as discussed in Section 2.4.2), the

initial stage of applying this method involves the establishment of a datum, a

baseline measurement against which future change can be measured. This should

include correlation with wave statistics and bathymetric data in order to take wave

motion and the seabed’s topographical features into account.
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Depth of closure (as discussed in Section 2.5) is the depth at which there is little

or no motion of sediments and accordingly, it is a point at which there would be an

accretion sediments due to their lack of motion. Therefore, a depth measurement

taken at this point would be smaller than one taken where there sediments are

still moving. This concept is illustrated in Figure 4.1. By comparing this reading

with the earlier established baseline, it can be determined whether accretion or

erosion is occurring.

Figure 4.1: Identifying accretion or erosion of sediments

4.2.2 Advantages of new approach

In order to specify the advantages of this method, the research problems originally

identified in Section 1.2 must be recalled:

• They are limited to the visible beach and do not have the ability to monitor

beneath the sea’s surface. This means that only a partial understanding of

the relevant processes is achieved due to the absence of this important data.

• They require largely manual operation, and are therefore unable to gather

data with the desired level of automation or regularity.
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Considering these problems with existing methods, this new approach offers a

number of advantages compared both to existing approaches as well as previ-

ous WSN-based approaches. The first limitation in current coastal monitoring

methods is the inability to observe the motion of sediments underwater. This

limitation would be eliminated with the use of ultrasonic distance measurement,

which in combination with tide level measurements would determine movement

of sediments by measuring depth. However, this on its own is not enough, as

it would still not be capable of taking measurements regularly or automatically,

which highlights the need for the features offered by WSN technology. As such,

these two technologies form the basis of this new method, each of them solving

one of the identified problems with existing approaches.

When this method is compared to previous WSN-based attempts for this appli-

cation (the prime example of which is ASTEC, as discussed in Section 3.6), this

new approach offers a number of further benefits:

• It does not need to communicate underwater, enabling the use of established

wireless networking protocols such as ZigBee, and negating the need for the

development of custom protocols for underwater communication.

• Deployed and maintenance of the system is far simpler as it would be de-

ployed on the sea’s surface rather than the seabed.

• Replenishing energy is possible through solar, wind, and osmotic means,

extending the lifetime of the network and reducing the need to replace sensor

nodes when batteries are depleted.

Considering the above benefits, the proposed new method has the potential to be

both very effective and efficient compared to previous approaches. The remainder

of this chapter will outline the development of a prototype system to demonstrate
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the basic concept of this method. Following this, the experimental setup and

results are presented in Chapter 5.

4.3 Development considerations

There are a number of considerations that must be made that must be taken into

account when conceptualizing a WSN for coastal monitoring. These are discussed

below, and throughout the rest of this chapter explanations are given as to how

these criteria are met for the proposed system.

4.3.1 Low energy consumption

WSNs are most commonly battery powered and are often deployed in remote

locations where charging or replacing batteries is unpractical. Therefore, energy

consumption often the foremost concern in the development of a WSN, in order

to utilise the limited energy available as efficiently as possible. The use of power

efficient hardware and communication protocols is thus a crucial consideration.

4.3.2 Network topology

Free-space sensor networks were often deployed in the form of a star topology,

where every sensor node is directly connected to a central hub. However, there

are a number of limitations in this approach, both of which would hinder the

application of this research. Specifically:

� Their physical range - this is limited by the fact that all sensor nodes need

to be connected directly to the central hub.
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� Their single point of failure - central hub failure leads to failure of the entire

network.

Considering these limitations, use of a mesh/multi-hop topology (as discussed in

Section 3.3.1) is a more realistic solution for sensor networks, particularly those

that cover large geographical areas. Details of the network topology that was

utilized for this research are discussed in Section 4.5.4.

4.3.3 Low cost

Since this research is about achieving proof of principle, costs of developing the

sensor nodes had to be kept as low as possible. However, this is an important

consideration for future real-world deployments of the system as well; since the

system will eventually be deployed on the sea, maintenance costs can be much

higher in comparison to a land-based sensor network. However, these can be

minimised by ensuring:

• That the system is designed to operate autonomously, requiring minimal

human intervention.

• That having low-cost sensor nodes remain a consideration throughout the

design and development process. This will ensure that, in the event of a

sensor node failure, it can be replaced with minimal financial implications.

4.3.4 Intervals between measurements

Due to the nature of coastlines, different regions may require more frequent moni-

toring than others. Therefore, frequent collection and transmission of data relating

to regions where situations such as erosion and flooding are less of a concern (for
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example because of the area being sparsely populated) may put unnecessary pres-

sure on the system, wasting valuable energy. Conversely, leaving long intervals

between measurements in a region with a high population that is at risk of erosion

or flooding may render the monitoring ineffective. Results of previous studies must

also be considered; an area where little recorded change has occurred would re-

quire less frequent monitoring than one where regular change has been observed.

Accordingly, a system for monitoring the coastal environment should have the

ability to remotely adjust the intervals of data collection.

4.4 Choice of Wireless Technology

Advances in wireless technology has resulted in the design and deployment of many

different forms of wireless network, which are usually classified according to the

area over which they can operate. For example, Wireless Local Area Networks

(WLANs), based on Ethernet technology, are widely used to provide connectivity

in a local environment. Low power wireless technologies were introduced to be

used with power constrained devices such as battery powered sensing devices;

these are known as Wireless Personal Area Networks (WPANs). Considering the

requirements outlined in Section 4.3, ZigBee was selected to for this work.

Bluetooth was also investigated as a potential wireless technology. Bluetooth [127],

despite its useful features such as low power consumption, was not considered suit-

able for this work due to two primary limitations. Firstly, a Bluetooth network

(sometimes referred to as a Piconet) operates in the form of a master/slave topol-

ogy. Each piconet has one master device and can support up to seven active

slave devices; as such it is limited to point-to-point and point-to-multipoint con-

nections. Secondly, only eight devices can be active in one Piconet at a time.

Several piconets can be linked together to form a scatternet, as depicted in Figure

4.2. This enables devices to participate in more than one piconet; however, they
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cannot participate in multiple piconets simultaneously, which limits the expansion

capabilities of the network [128]. Consequently, it was not considered further.

(a) Piconet (b) Scatternet

Figure 4.2: Bluetooth Topologies [127]

4.4.1 ZigBee

ZigBee is based on IEEE 802.15.4 and according to ZigBee specifications [129]

is intended to reduce the complexity and expense associated with other WPAN

technologies such as Bluetooth or other more general technologies such as Wi-Fi.

The development of ZigBee is a collaboration between the IEEE 802.15.4 group

and the ZigBee Alliance, although the two parties work on different aspects of

the protocol, with the former focusing on the physical and medium access control

(MAC layers), and the latter working on the development of the upper layers.

Figure 4.3 shows the ZigBee protocol stack, as well how the development tasks are

split between the two groups. ZigBee’s key features are summarised in Table 4.1.
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Figure 4.3: ZigBee Protocol Stack [130]

Frequency Band 2.4 GHz

Connection Direct-Sequence Spread Spectrum

Transmission Power 0-20 dBm

Data Rate 250 Kbps

No. of Devices 65,000

Typical Range 10-100 metres

Table 4.1: Key features of the ZigBee protocol

Low power consumption results in transmission distances being limited to approx-

imately 10-100 metres, dependant on power output and environmental conditions.

However, its support for mesh topologies makes it possible to communicate over
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long distances by relaying data across devices. It is most commonly used for appli-

cations that require low data rates and long battery life. It also features optional

128-bit encryption, which makes it a popular choice for applications that require

secure communications in addition to the aforementioned features.

In a ZigBee network, a device can take one of three roles [131]:

• Coordinator (ZC)

Co-ordinator is the first node to start up and is tasked with initialising the

network, which includes selecting the frequency to use and the Personal Area

Network (PAN) ID. All ZigBee networks need to have one co-ordinator node.

To establish connections with routers and/or end devices, the co-ordinator

node scans for channels that are not already in use by co-ordinator nodes in

other networks. If no such channel can be found, the one with the lowest

energy level will be selected.

• Router (ZR)

Routers relay data to other nodes, and can also allow other nodes to join

the network. These are not required in all ZigBee networks, for example one

where all end devices are connected directly to the co-ordinator node in a

star topology.

• End Device (ZED)

End device is the simplest mode that can be configured; a node configured

in this mode sends and receives messages but does not perform any other

significant tasks in the network. Only devices configured as an end device

can enter sleep mode.
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4.5 Experimental Apparatus

This section discusses the equipment utilised for experimental aspects of this re-

search, all of which was selected considering the factors discussed in Section 4.3.

Electronic equipment utilised can be divided into two categories: that for collec-

tion and processing of data, and that for wireless transmission and receiving of

data, as illustrated in Figure 4.4.

Figure 4.4: System Structure

4.5.1 Data Collection and Processing

4.5.1.1 Circuit board

For purposes of processing gathered data, and the communication of this data to

its destination, a sensor node requires an electronic circuit. In the past this would

in most cases have required the necessary circuitry to be developed from scratch;

this has ceased to be the case today with the development of low cost general

purpose circuit boards. In particular, single-board microcontrollers have become

widely available. Since these devices provide all the basic circuitry that is needed

for a control task, they are especially useful to application developers, since they

minimize the need to develop custom hardware.
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As was previously discussed in Section 4.3, the requirements of the sensor nodes

used in this research are, as relates to the circuit board, low cost and low energy

consumption. Considering these requirements, and following a careful investiga-

tion, an Arduino Uno circuit board was selected for this project, as shown in Fig-

ure 4.5. This board features a ATmega328 microcontroller, which is a low-power

CMOS 8-bit microcontroller based on the AVR enhanced RISC architecture. By

executing powerful instructions in a single clock cycle, the ATmega328 achieves

throughputs close to 1MIPS per MHz, which allows power consumption versus

processing speed to be optimised. [132].

Figure 4.5: Arduino Uno Circuit Board

4.5.1.2 Ultrasonic sensor

Although the ultimate aim of this research is to develop a WSN capable of taking

underwater measurements using acoustic pulses, the decision was taken to focus

on air-based validation for this thesis. Since ultrasonic transducers for underwater

operation require highly sophisticated and expensive electronics to operate, this

was not considered justifiable considering this research was only proof-of-principle.

Since low-cost ultrasonic transducers for use in air are widely available, this was

the main consideration that led to in-air validation being the focus of this work.

The ultrasonic sensor utilised is shown in Figure 4.6, and its specifications in Table

4.2.
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An ultrasonic sensor with a low frequency (40Khz) was selected in order to mini-

mize scattering effects. Although this has a drawback of reduced resolution, this

is not considered to be a major hindrance in this case as the beam is only required

to reflect off a surface (i.e. the top of the sediments), and not identify small char-

acteristics. The specifications of the ultrasonic sensor utilised state that it has a

blind zone (i.e. minimum distance) of 25cm. However, it should be noted that a

restriction such as this is dependent on the speed of sound; the faster the speed of

sound the larger the blind zone.

Figure 4.6: JSN-SR04T Ultrasonic Sensor

Parameter Specification

Operating Voltage DC 5V

Quiescent current 5mA

Total current work 30mA

Acoustic emission frequency 40khz

Farthest distance 4.5m

Minimum distance 0.25m

Table 4.2: Sensor Specifications
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4.5.2 Communication

4.5.2.1 ZigBee Radio

Figure 4.7: Xbee Radio

The radio module used for transmitting and receiving data was selected from the

XBee family, a group of RF modules produced by Digi [133], and is shown in

Figure 4.8. Its specifications are shown in Table 4.3.

Frequency band 2.4 GHz

Data rate 250kbps

Range 120m

Encryption 128-bit AES

Transmit power 1.25 mW (+1 dBm)

Receiver sensitivity -95 dBm

Reliable communication Achieved with re-transmission/acknowledgement

Configuration Local or remotely

Table 4.3: XBee Radio Specifications
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An Xbee Shield, as shown in Figure 4.8 is used for seamlessly interfacing the radio

module with the circuit board. Power is taken from the 5V pin of the Arduino

and regulated on-board to 3.3VDC before being supplied to the XBee.

Figure 4.8: Xbee Shield

Radios can be configured in one of two modes: Application Transparent (AT) or

Application Programming Interface (API). In AT mode, all serial data received

by the radio module is queued for transmission, whilst data received is sent out of

the serial interface. This mode has several limitations, chief among them that it is

not possible to identify the source of received data and moreover, any data that is

received will not include any transmission details, such as the reasons for success

or failure. Therefore, although this is somewhat application dependant, AT mode

is not of much use unless the application only calls for two way communication

between XBee devices.

Conversely, API mode greatly improves on the above limitations [133], albeit re-

sulting in increased complexity. Transmissions are structured in packets; as a

result data received from sensors first needs to be encapsulated into packets, and

then parsed to extract data from them once they are received at the destination.

This has the benefit of being able to include data relating to the transmission,

such as sender’s address and reasons for success/failure, which is not possible with

AT mode. The ability to diagnose problems with the network is therefore greatly
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improved. API mode also allows nodes to be configured remotely, which was

identified earlier in Section 4.3.4 as being a key requirement for this work.

Configuration of ZigBee Modules

Configuration of the radio modules involves many aspects and parameters and is

therefore an important step in the development of a sensor network. Manufacturers

generally provide their own software for the purpose of configuring hardware, which

in this case is Digi’s XCTU software, shown in Figure 4.9. XCTU contains many

different versions of firmware, which can be programmed into the module via a

USB or RS232 port.

Following configuration, the coordinator node initiates a scan in order to select

a communication channel. It then broadcasts its address including a WPAN ID,

which enables other nodes on the network to send a request to join the WPAN.
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Figure 4.9: Digi XCTU Software

Configuration of Sink Node

The sink/master node was configured (Figure 4.9) with ZigBee Coordinator API

firmware (version 21A7, the latest version at the time of writing). Configured

parameters are explained below and summarised in Table 4.4. All other parameters

were left at their default configuration.
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Parameter Configuration

WPAN ID 16

Node Join Time FF

Destination High 0

Destination Low 0

Power Mode Boost Mode Enabled

Power Level Highest (4)

Encryption Disabled

Table 4.4: Sink/Master Node Configuration

Configuration of Sensor Node

The sensor nodes were configured with ZigBee Router API firmware (version

22A7). Configuring sensor nodes as routers rather than end devices was neces-

sary in order to fulfil two of the originally defined requirements in Section 4.3.

Firstly, in enables them to operate in a mesh topology and relay data between

nodes, which accommodates any future expansion in terms of node density. Sec-

ondly, as previously discussed in Section 4.5.2.1, the use of API mode allows the

configurations of the nodes to be changed remotely whenever necessary.

The parameters that have been configured (both for the sink and sensor nodes)

are explained below:

• The WPAN ID is a 16-bit number that is used to identify the network; in

order for sensor nodes (end devices) to establish communication; they must

be configured with the same WPAN ID as the co-ordinator node.

• ZigBee supports 64-bit destination addresses, which are divided into upper

and lower destination, each 32 bits. For this experiment, both these values



Chapter 4. Novel Method of Measuring Sediment Transport 89

were set to 0 for all sensor nodes so that the coordinator (sink) node is the

default destination for transmission of collected data.

• The Node Identifier (ID) is a phrase/identifier used within the network to

distinguish data based on the node it was sent from.

4.5.3 Sensor Node

Following selection and configuration of the sensor node components, they were

assembled in an electronics enclosure as shown in Figure 4.10 in order to protect

the components from dust and water. The ultrasonic sensor itself was threaded

through a hole drilled in the bottom of the enclosure and sealed in place with

silicone. The sensor node with the enclosure sealed is shown in Figure 4.11.

Figure 4.10: Sensor Node Components
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Figure 4.11: Sealed Sensor Node

4.5.4 Network Architecture

The overall architecture of the network is in the form of a ZigBee-based mesh

topology. Each sensor node is configured as a ZigBee router, whilst the sink node

is configured as a ZigBee coordinator. API mode was utilised in order to enable

remote configuration of sensor nodes.
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Figure 4.12: Network Diagram

4.6 Power consumption

As previously discussed in Chapter 3, power consumption efficiency of sensor nodes

is critical in terms of how long they are able to operate for, and by extension their

suitability for many applications. The energy resources available to sensor net-

works is typically very limited, and in many cases are impossible to replenish. Low

power consumption was identified as one of the main development considerations

earlier in this chapter (refer to Section 4.3.1). In order to effectively minimise

the power consumption of the sensor nodes, it is necessary to establish an under-

standing of the power consumption of different components at different stages of

sensor node activity. In this research, the typical cycle of operation can be divided

into five stages: measurement, processing, transmitting, and receiving. These five

stages are detailed in Table 4.5.
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Operation Power consumption factors

Sediment measurement

Sensor reading

Sensor stabilisation time

Processing speed

Data processing
Processing speed

Voltage

Transmitting data

Transceiver operation (TX)

Message length

Bandwidth

Receiving data

Transceiver operation (RX)

Message length

Bandwidth

Hops

Synchronisation

Table 4.5: Factors affecting power consumption

When measuring sediment movement, the microcontroller unit initialises the sen-

sors and records the readings taken via the Analogue to Digital Converter unit

(ADC). During this stage the node’s overall power consumption is primarily owed

to the power usage by the ultrasonic sensors and the processing speed of the mi-

crocontroller. Consumption at the data processing stage is again primarily based

on the microcontroller’s processing speed, and this must therefore be optimised in

order to achieve a lower rate of power consumption [134]. However, a balanced

approach must be taken; on the one hand, higher processing speed will reduce du-

ration, but on the other it will increase the microcontroller’s power consumption,

and vice versa.

The power consumption in both transmitting and receiving mode is primarily

dependent on operation of the transceiver device and specifically, the length of time
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that it is required to be powered on, which in turn depends on packet size, available

bandwidth, transceiver start-up time, and the rate at which data is transferred

between the microcontroller and transceiver. When transmitting data, processed

data is transferred to the transceiver by the microcontroller, which then transmits

the data packets. Similarly, when in receiving mode, the receiver is powered on by

the microcontroller at a synchronised time and waits to receive data that has been

transmitted by other nodes in the network, as stipulated by the routing protocol

in operation, in this case ZigBee. The data is then processed and stored in the

node’s memory.

4.6.1 Theoretical battery capacity

The capacity of lithium batteries, which were used to power the WSN, is generally

measured in milliamp hours (mAh). Accordingly, the same quantifier is used to

measure the energy consumption of the WSN components. Considering the factors

accounting for power consumption in Table 4.5, the components utilising the most

power are:

• XBee module - 40 mAh (if never put in sleep mode)

• Ultrasonic sensor - 30 mAh

The power consumption of other components is negligible compared to the above

two, therefore, they are the only ones used in the calculation of power consumption.

Calculating node lifetime has been carried out under the assumption that the

battery has a capacity of 500 mAh, a typical capacity for a 9V battery which is

what was utilised. The total power consumption of the node (P) can be calculated

as shown in Equation 4.2:

P = Pradio + Psensor = 40mAh+ 30mAh = 70mAh (4.2)
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Given this value, life time in hours (LT) of the node assuming a 500 mAh battery

capacity is calculated in Equation 4.3:

LT =
Capacity

Total
=

500mAh

70mAh
= 7.14hrs (4.3)

This gives a node lifetime of just 7.14 hours, which is an unacceptably low value.

However, by applying the same equation to batteries with greater capacities more

promising results are obtained, as documented in Table 4.6.

Battery Capacity (typical) Node Lifetime

D 13000 185 hrs

C 6000 85.71 hrs

AA 2400 34.28 hrs

AAA 1000 14.28 hrs

Table 4.6: Node Lifetime with Standard Batteries

If, for example, a D battery was used, node lifetime would be 185 hours, or just

over a week. Though far better, this would still have implications for a deployed

WSN where access to replace batteries is impractical. Since the final version of

this WSN is expected to be deployed for months at a time it will be necessary to

continually replenish energy to ensure continual operation. Therefore, methods of

energy harvesting [135], such as solar, wind, or osmotic, is an important area of

future research.
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4.7 System Software

This section describes the software utilised to operate the WSN and collect and

process the data, which can broadly be divided into two parts: software that runs

on the sensor node and software responsible for processing the data gathered by

the sensor node.

4.7.1 Sensor node

Software that runs on the sensor node is tasked with collecting data via the ul-

trasonic sensors and then transmitting them to the sink node. This software was

written using the C programming language, with Arduino’s integrated develop-

ment environment (IDE) being used to compile the developed code and load it

into the sensor node’s flash memory. The Arduino IDE is shown in Figure 4.13.
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Figure 4.13: Arduino Studio development environment

4.7.2 Processing

The sink node consisted of an XBee radio connected to a laptop computer via the

USB port. Initial collection of raw data was carried out using the XCTU software

in a terminal session. This enabled real-time viewing of not just the readings

reported by the sensors, but also the details of each packet that was received, as

shown in Figure 4.14.
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Figure 4.14: XCTU Terminal and Packet Information

Following the completion of each experiment, the terminal log file was saved and

imported into Microsoft Excel, which was used to parse the data packets and

extract data gathered by the sensors for analysis. These results are presented and

discussed in Chapter 5.
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4.8 Chapter Summary

Following presentation of the new method of monitoring sediment transport in

Section 4.2, this chapter has presented and discussed the equipment (and its con-

figuration) that was utilised in order to create a prototype system in order to test

the new method. Chapter 5 outlines procedures followed in order to evaluate the

prototype system, and also presents and discusses the experimental results.



Chapter 5

Experimental Procedure and

Results

5.1 Experimental Procedure

An implementation of the designed system was carried out in a laboratory en-

vironment in order to investigate its performance, and specifically to evaluate

any variations that occurred with different experimental scenarios. Three types

of sediments were used to compare the performance of the system, as described

throughout the rest of this chapter. All experiments were carried out using a glass

fish tank (45.5 x 103.5 x 53 cm), in order to maintain a controlled and contained

environment. Two sensor nodes were utilised, one securely fastened at each end

of the tank, so that the depth, and by extension the movement of sediments from

one end of the tank to the other, could be measured. The experimental setup is

shown in Figure 5.1.

99
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Figure 5.1: Experimental setup

The sensors determined depth measurements according to the pulse-echo equation

that was previously discussed in Section 3.1.1, and is reproduced below:

d = vt/2 (5.1)

The speed of sound in air is dependant primarily upon temperature and is inde-

pendent of the frequency or magnitude of the wave. At 20 degrees Celsius the

speed is typically given as 343 metres per second (m/s). Room temperature was

therefore maintained at 20 °C, and the temperature verified prior to conducting

each experiment to ensure consistent experimental conditions.

Each experiment, with the exception of the initial tank measurements, lasted

approximately fifteen minutes and was divided into two stages:

• Establishing the datum, 5 minutes.
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• Measuring sediment movement over ten minutes, with sediments manually

moved at two minute intervals.

The true depth between the sensors and the top of the sediment was measured

with a tape measure prior to starting the datum measurement, and after each

movement of sediments (i.e. every two minutes). These were then compared with

sensor readings in order to evaluate their accuracy.

Sensors were programmed to collect depth measurements every five seconds, and

in order to avoid potential crosstalk, were configured to take measurements at

different times. This resulted in 60 readings from each sensor (120 total) for

initial tank measurements and each datum measurement, and 120 readings from

each sensor during the ten minute collection of data whilst moving sediment (240

total, 24 for each two minute period per sensor). The mean of each dataset was

calculated from these values and used to assess accuracy of the measurements

(compared to the actual measured values) as well as to compile data to measure

the movement of sediment. Standard deviation and standard error values were

also calculated in order to evaluate precision of measurement.

5.2 Format of Results

Raw data from all experiments that were carried out can be found in Appendices

2-4. All results are given in centimetres (cm), unless otherwise stated. Each

datum measurement and two minute movement interval are shown in the form

of line graphs. Considering the depth of the tank that was utilised, the range of

measurements that were obtained, and to ensure consistent visualisation of data,

the scale on all line graphs is 20-35cm.

Results of each measurement interval are then summarised in Table form, the

columns of which are structured as follows: Reading Average, Actual Average,
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Datum, and Change. Change is calculated using Equation 4.1, which was in-

troduced in Section 4.2 and is reproduced below for reference. Accordingly, a

negative value in the Change column indicates erosion, whilst a positive value in-

dicates accretion of sediments. The summarised results are visualised in the form

of colour-coded bar-charts.

T = D −R (5.2)

Percentage accuracy of each period of measurement is calculated for each sensor,

which is averaged to provide an overall accuracy for both sensors. Standard devi-

ation and standard error values are calculated in order to assess the precision of

each sensor within a given period of measurement.

Following the presentation and description of results in Sections 5.3 and 5.4 , they

are then discussed in Section 5.5, in order to assess performance of the WSN across

different types of sediment.

5.3 Initial tank measurements

Initial measurements were undertaken with an empty tank, both in order to ver-

ify correct operation of the sensors, and also to establish a depth which can be

compared with subsequent measurements in order to measure the amounts of sed-

iment in the tank. This experiment was carried out over a five minute period with

a reading being taken every five seconds. Results are shown in Figures 5.2 and

5.3.
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Figure 5.2: Initial Tank Measurement - Sensor 1

Figure 5.3: Initial Tank Measurement - Sensor 2

Sensor 1 (S1) reported an average of 29.36 cm against an actual depth of 31 cm,

a difference of -5.26%, whilst Sensor 2 (S2) reported an average of 28 cm against

an actual depth of 30 cm, differing by -9.67%.

Although accuracy of S2 was poorer, the reading was repeated consistently over

the five minutes, thus achieving a better rate of precision, whilst S1’s readings

were more varied, giving a standard error of 0.07.
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S1 measured the depth with 94.73% accuracy, while S2’s accuracy was 90.32%,

giving an overall accuracy between the two sensors of 92.52%.

5.4 Measurement of sediment movement

Movement of sediments was measured according to the procedure outlined in Sec-

tion 5.1. Three types of sediment were evaluated: sand, shingle and a mix of both.

These were selected not only for conformity with typical sediments found in the

coastal environment (as previously discussed earlier in Chapter 2 and specifically

Figure 2.2), but also to test the developed system across materials of differing

hardness and particle size, since these characteristics (among others) will affect

how the ultrasonic pulse transmitted by the sensor interacts with the material, as

previously discussed in Section 3.1.1.

5.4.1 Sand

The setup for the measurement of sand movement is shown in Figure 5.4. Approx-

imately 25kg of sand was obtained and used to fill the tank for this experiment.

Figure 5.4: Setup with sand
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5.4.1.1 Datum measurement

Figure 5.5: Sand Baseline - Sensor 1

Figure 5.6: Sand Baseline - Sensor 2

Actual depth for the datum was measured as 29 cm under S1 and 30 cm under S2.

The datum was then established over five minutes with S1 reporting an average

of 28 cm (96.55% accuracy) and S2 reporting an average of 29.25 cm (97.5%

accuracy), giving an overall accuracy of 97.02%. S1 did not show any variance in

precision whilst measurements from S2 showed a 0.06 standard error.
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5.4.1.2 Movement

Following the establishment of the datum measurement, the measurement of sand

movement was carried out over a ten minute period, with sand being moved at

two minute intervals. The results for each two minute interval for both sensors are

shown in Figures 5.7 to 5.16, and are then summarised and discussed.

Figure 5.7: Sensor 1, Sand Movement, 0-2 minutes

Figure 5.8: Sensor 2, Sand Movement, 0-2 minutes
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Figures 5.7 and 5.8 show sand movement data for the 0-2 minute interval. Readings

for both sensors were 1cm less than the actual depth, thus achieving accuracies of

96.55% and 96.66% respectively. Both sensors also recorded measurements with

a perfect level of precision, with standard deviation and hence standard error

calculated as zero.

Figure 5.9: Sensor 1, Sand Movement, 2-4 minutes

Figure 5.10: Sensor 2, Sand Movement, 2-4 minutes
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Figures 5.9 and 5.10 show sand movement data for the 2-4 minute interval. Sensor

1 reported an average reading of 32.75cm against an actual depth of 32cm, show-

ing a change of -3.75cm compared to the datum and an accuracy level of 97.65%.

Sensor 2 gave an average reading of 27.87cm against an actual measurement of

28cm, indicating an accretion of sediments to the value of 2.12cm when compared

to the 30cm datum. Sensor 2 thus achieved an accuracy of 99.55%. However, pre-

cision was poorer than the 0-2 minute interval, with the standard error calculated

as 0.18 (Sensor 1) and 0.12 (Sensor 2).
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Figure 5.11: Sensor 1, Sand Movement, 4-6 minutes

Figure 5.12: Sensor 2, Sand Movement, 4-6 minutes

Figures 5.11 and 5.12 show sand movement data for the 4-6 minute interval. Sensor

1 reported an average reading of 31.12cm, slightly below the actual value of 32cm,

with an accuracy of 97.26% and standard error of 0.09. Similarly, the average

reading from Sensor 2 (25.66cm) was slightly below the actual measurement of

26cm. However it should be noted that, as can be observed in Figure 5.12, that

Sensor 2 did achieve 100% accuracy for the majority of the two minute interval,
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despite the overall average being slightly below (98.71%). The standard error for

Sensor 2 was also calculated as 0.09.

Figure 5.13: Sensor 1, Sand Movement, 6-8 minutes

Figure 5.14: Sensor 2, Sand Movement, 6-8 minutes
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Figures 5.13 and 5.14 show sand movement data for the 6-8 minute interval. Sensor

1 reported an average of 30.91cm against an actual measurement of 32cm, thereby

achieving 96.61% accuracy and a standard error of 0.05. Notably, Sensor 2 achieved

100% accuracy and a standard error of 0, the only instance of perfect accuracy and

precision in all the experiments. It is also worth noting that the actual distance

in this instance was within the advertised blind zone of the sensor, but as can be

observed it did not impact the sensor’s accuracy or precision. However, it can be

seen later in results for the 8-10 minute interval that moving further within the

blind zone did adversely affect the measurements.
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Figure 5.15: Sensor 1, Sand Movement, 8-10 minutes

Figure 5.16: Sensor 2, Sand Movement, 8-10 minutes

Figures 5.15 and 5.16 show sand movement data for the 8-10 minute interval. The

average measurement of Sensor 1 was recorded as 31.95cm against an actual value

of 31cm, whilst the same for Sensor 2 was 22.54cm against 21cm. Therefore, this is

the only interval in which the average measurement of both sensors was above the

actual values. Additionally, this interval saw the poorest level of accuracy out of

all the sand movement measurements, with Sensor 2 achieving an accuracy value
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of 92.65%. This can in part be attributed to the actual distance being significantly

within the sensor’s advertised blind zone.

Tables 5.1 and 5.2 show the overall results for each of the above two minute

intervals of measurement. These are displayed in graphical form in Figures 5.17

and 5.18 and then discussed.

S1 Reading Avg. Actual Avg. Datum Change

0 min 28 29 29 1

2 min 32.75 32 29 -3.75

4 min 31.125 32 29 -2.125

6 min 30.9166667 32 29 -1.9166667

8 min 31.95833333 31 29 -2.95833333

Table 5.1: Sand Measurements - Sensor Node 1

S2 Reading Avg. Actual Avg. Datum Change

0 min 29 30 30 1

2 min 27.875 28 30 2.125

4 min 25.6666667 26 30 4.33333333

6 min 24 24 30 6

8 min 22.54166667 21 30 7.45833333

Table 5.2: Sand Measurements - Sensor Node 2
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Figure 5.17: Sand Movement - Sensor 1

Figure 5.18: Sand Movement - Sensor 2

Patterns of sediment movement can be seen in Figures 5.17 and 5.18, in particular

the latter, by observing the Change bar, which gradually increases over the ten

minutes, indicating accretion rather than erosion. Conversely, measurements from

S1 from 2 minutes onwards, when measured against the datum are consistently

negative, indicating erosion. This shows the pattern of movement from the left

side to the right side of the tank.
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Sensor 1 Accuracy (%) Std. Deviation Std. Error

0 mins 96.55 0 0

2 mins 97.65 0.896854406 0.183069639

4 mins 97.26 0.448427203 0.09153482

6 mins 96.61 0.282329851 0.05763034

8 mins 96.90 1.197067673 0.244350416

Sensor 2 Accuracy (%) Std. Deviation Std. Error

0 mins 96.66 0 0

2 mins 99.55 0.61237244 0.125

4 mins 98.71 0.48154341 0.09829464

6 mins 100 0 0

8 mins 92.65 1.55979839 0.31839251

Table 5.3: Sand Movement - Performance Statistics

From the statistics provided in Table 5.3, overall accuracy of S1 was 96.99%,

whilst S2 achieved 97.51% over the ten minutes. This is shown in Figures 5.19

and 5.20. Therefore, an overall accuracy rate of 97.25% for measurement of sand

movement is achieved, a slight improvement (0.23%) on the accuracy of the datum

measurement. The standard error of the measurements was averaged at 0.11,

which was the highest level of precision obtained out of the three experiments

conducted. Additionally, sand was the material with which most measurement

intervals showed a standard error of 0, three in total.
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Figure 5.19: Sensor 1 Accuracy - Sand

Figure 5.20: Sensor 2 Accuracy - Sand
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5.4.2 Shingle

The experimental setup for measuring shingle movement is shown in Figure 5.21.

Around 30kg of sediment was obtained, with particle sizes of between 1 and 100

millimetres (mm), which is consistent with sizes at which sediment is considered

shingle as previously shown in Figure 2.2.

Figure 5.21: Setup with shingle

5.4.2.1 Datum measurement

Figure 5.22: Shingle Datum - Sensor 1
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Figure 5.23: Shingle Datum - Sensor 2

As shown in Figures 5.22 and 5.23, actual depth of the tank containing shingle

was measured at 29cm under S1 and 28cm under S2. S1’s averaged reading was

29.41cm over the five minutes, with a standard error of 0.15, thus overestimating

the depth in this case. S2 on the other hand, reported a precise reading of 27cm

with no variability in precision. Therefore, measurement of the shingle datum

achieved an accuracy of 97.49%.
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5.4.2.2 Movement

Figures 5.24 to 5.33 show the results reported by each sensor over a period of ten

minutes with sediment being moved at two minute intervals.

Figure 5.24: Sensor 1, Shingle Movement, 0-2 minutes

Figure 5.25: Sensor 2, Shingle Movement, 0-2 minutes

Figures 5.24 and 5.25 show shingle movement data for the 0-2 minute interval.

Sensor 1 recorded an average measurement of 25.29cm against the actual value
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of 26cm (97.27% accuracy), indicating an accretion of sediments to the value of

3.70cm. Sensor 2 achieved better accuracy, with the recorded average of 27.04cm

against an actual value of 27cm, an accuracy rate of 99.84%. Standard error values

were calculated as 0.09 for Sensor 1 and 0.04 for Sensor 2.

Figure 5.26: Sensor 1, Shingle Movement, 2-4 minutes

Figure 5.27: Sensor 2, Shingle Movement, 2-4 minutes

Figures 5.26 and 5.27 show shingle movement data for the 2-4 minute interval.

Significantly, this measurement interval showed the worst accuracy rate of any of
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the experiments, with Sensor 1 reporting an average reading of 28.25cm against an

actual value of 25cm, an accuracy of 87%, thus the only instance in which accuracy

dropped below 90%. It was also the worst rate of precision, with a standard error

of 0.44. Sensor 2 performed better, reporting an average measurement of 25cm

against an actual value of 24cm (95.83%), and doing so with perfect precision.

Figure 5.28: Sensor 1, Shingle Movement, 4-6 minutes

Figure 5.29: Sensor 2, Shingle Movement, 4-6 minutes
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Figures 5.28 and 5.29 show shingle movement data for the 4-6 minute interval.

Sensor 1 achieved an accuracy of 96.42%, recording an average of 27cm against a

28cm actual value with perfect precision. Sensor 2 performed similarly, recording

an average depth of 24.95cm. The actual depth was 24cm, and the accuracy was

therefore 96%. Sensor 2 also came close to achieving perfect precision, save for a

brief spike at approximately 12:41:05, which is most likely attributable to minor

movement of the sensor node. The standard error was therefore 0.04.

Figure 5.30: Sensor 1, Shingle Movement, 6-8 minutes

Figure 5.31: Sensor 2, Shingle Movement, 6-8 minutes
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Figures 5.30 and 5.31 show shingle movement data for the 6-8 minute interval.

For this measurement, Sensor 1 recorded an average depth of 26.45cm against an

actual measurement of 26cm, with accuracy of 98.23%. The standard error was

calculated at 0.33. Sensor 2 reported an average depth of 24.37cm, slightly below

the actual value of 25cm, thus achieving 97.5% accuracy and better precision than

Sensor 1, with a standard error value of 0.25.

Figure 5.32: Sensor 1, Shingle Movement, 8-10 minutes

Figure 5.33: Sensor 2, Shingle Movement, 8-10 minutes
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Figures 5.32 and 5.33 show shingle movement data for the 8-10 minute interval.

Sensor 1 recorded an average depth of 20.04cm, 95.4% accuracy when compared

to the actual value of 21cm. Sensor 2 was less accurate, with an average reading

of 29.12cm compared to a 31cm actual measurement, 93.95% accuracy. Standard

error values were calculated as 0.04 and 0.06 for Sensor 1 and 2 respectively.
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Tables 5.4 and 5.5 show the overall results for each of the above two minute

intervals of measurement. These are displayed in graphical form in Figures 5.34

and 5.35 and then discussed.

S1 Reading Avg. Actual Avg. Datum Change

0 min 25.2916667 26 29 3.70833333

2 min 28.25 25 29 0.75

4 min 27 28 29 2

6 min 26.4583333 26 29 2.54166667

8 min 20.04166667 21 29 8.95833333

Table 5.4: Shingle Measurements - Sensor Node 1

S2 Reading Avg. Actual Avg. Datum Change

0 min 27.0416667 27 27 -0.0416667

2 min 25 24 27 2

4 min 24.9583333 24 27 2.04166667

6 min 24.375 25 27 2.625

8 min 29.125 31 27 -2.125

Table 5.5: Shingle Measurements - Sensor Node 2
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Figure 5.34: Shingle Movement - Sensor 1

Figure 5.35: Shingle Movement - Sensor 2

Figures 5.34 and 5.35 show overall shingle movement over a ten minute mea-

surement period, based on the data in Tables 5.4 and 5.5. Although patterns of

accretion or erosion is not as clear as with the sand movement measurements; it

can be observed from the Change bars for S1 in addition to the numerical data in

Table 5.4 that all readings are less than the datum measurement, which was not
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consistently true with S2, particularly during the period of 8-10 minutes. There-

fore, although there is not a consistent pattern of erosion or accretion, it could be

determined that accretion was more likely underneath Sensor 1.

Sensor 1 Accuracy (%) Std. Deviation Std. Error

0 mins 97.27 0.464305621 0.094775988

2 mins 87 2.171955641 0.443348589

4 mins 96.42 0 0

6 mins 98.23 1.64129235 0.335027398

8 mins 95.4 0.204124145 0.041666667

Sensor 2 Accuracy (%) Std. Deviation Std. Error

0 mins 99.84 0.20412415 0.04166667

2 mins 95.83 0 0

4 mins 96 0.20412415 0.04166667

6 mins 97.5 1.24455335 0.25404339

8 mins 93.95 0.33783196 0.06895966

Table 5.6: Shingle Movement - Performance Statistics

As shown in Table 5.6 and visualised in graph form in Figures 5.53 and 5.54, S1

performed with 94.87% accuracy whilst S2 achieved 96.62%. This gives an overall

accuracy of 95.75% for measurements of shingle movement, a 1.74% difference

(negative) compared to the datum accuracy, and a 1.5% difference (also negative)

compared to overall accuracy for sand movement. In terms of precision, results

gathered were observed to be less precise than sand, with an overall standard error

of 0.13 compared to 0.11 for sand. This was expected given the increased scattering

of sound waves that occurs when they interact with coarse-grained materials (as

discussed in Chapter 3).
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Figure 5.36: Sensor 1 Accuracy - Shingle

Figure 5.37: Sensor 2 Accuracy - Shingle
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5.4.3 Mixed sediments

For this experiment, sediments used in the previous two experiments were mixed

in order to introduce inhomogeneity and observe any effects this had on measure-

ments. The experimental setup with mixed sediments is shown in Figure 5.38.

Figure 5.38: Setup with mixed sediments
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5.4.3.1 Datum measurement

Figure 5.39: Sand/Shingle Datum Measurement - Sensor 1

Figure 5.40: Sand/Shingle Mix Datum Measurement - Sensor 2

Actual depth for datum measurement with mixed sand/shingle was measured as

27cm for S1 and 26cm for S2. Despite a 3.84% difference in two actual depth

values, differences in sensor measurements were much smaller at 0.78%, although

S2’s measurement was far more accurate. S1 measured an averaged 25.61cm and

S2 25.81cm, thus achieving an accuracy of 94.85% and 99.28% respectively, with
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an overall accuracy of 97.06%. Standard error values were calculated at 0.07 for

S1 and 0.05 for S2.

5.4.3.2 Movement

Measurements of sediment movement at two minute intervals for each sensor are

given in Figures 5.41 through 5.50, and then discussed.

Figure 5.41: Sensor 1, Sand/Shingle Mix Movement, 0-2 minutes

Figure 5.42: Sensor 2, Sand/Shingle Mix Movement, 0-2 minutes
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Figures 5.41 and 5.42 show movement of mixed sediments for the 0-2 minute in-

terval. The average reading of Sensor 1 was recorded as 25.5cm, 1.5cm less than

the actual value of 27cm, or 94.44% accuracy. Sensor 2 achieved 99.83% accu-

racy, reporting an average reading of 25.95cm against a 26cm actual measurement.

Standard error values were calculated as 0.36 for Sensor 1 and 0.09 for Sensor 2.

Figure 5.43: Sensor 1, Sand/Shingle Mix Movement, 2-4 minutes

Figure 5.44: Sensor 2, Sand/Shingle Mix Movement, 2-4 minutes
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Figures 5.43 and 5.44 show movement of mixed sediments for the 2-4 minute inter-

val. Average readings of 29.70cm (actual value 29cm) and 25.04cm (actual value

25cm) were recorded by Sensor 1 and Sensor 2, respectively, accuracies of 97.55%

and 99.83%. Sensor 2 achieved near perfect precision and the most consistent mea-

surement when measuring mixed sediments, with a 0.04 standard error, compared

to 0.20 for Sensor 1.

Figure 5.45: Sensor 1, Sand/Shingle Mix Movement, 4-6 minutes

Figure 5.46: Sensor 2, Sand/Shingle Mix Movement, 4-6 minutes
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Figures 5.45 and 5.46 show movement of mixed sediments for the 4-6 minute

interval. Sensor 1 achieved an accuracy of 94.82% with a standard error of 0.10,

reporting an average depth of 27.5cm against an actual value of 29cm. Sensor

2 achieved the same level of precision but a higher accuracy of 99%, giving an

average reading of 21.20cm, slightly above the actual value of 21cm.

Figure 5.47: Sensor 1, Sand/Shingle Mix Movement, 6-8 minutes

Figure 5.48: Sensor 2, Sand/Shingle Mix Movement, 6-8 minutes
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Figures 5.47 and 5.48 show movement of mixed sediments for the 6-8 minute

interval. Sensor 1 achieved 98.43% accuracy and a 0.29 standard error, measuring

an average depth of 24.37cm, slightly above the actual value which was 24cm.

Sensor 2 achieved 99.35% accuracy (an average measurement of 25.83cm against

an actual value of 26cm) and 0.07 standard error, thus achieving better precision.

Figure 5.49: Sensor 1, Sand/Shingle Mix Movement, 8-10 minutes

Figure 5.50: Sensor 2, Sand/Shingle Mix Movement, 8-10 minutes
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Figures 5.49 and 5.50 show movement of mixed sediments for the 8-10 minute

interval. The measurements recorded by Sensor 1 were 96.19% accurate with a

standard error of 0.25. Average depth was recorded by the sensor as 22.12cm; the

actual depth was 23. Sensor 2 recorded an average depth of 29.33cm compared to

the actual value of 31cm, thus achieving an accuracy of 94.62% with the standard

error being calculated as 0.09.
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Tables 5.7 and 5.8 show the overall results for each of the above two minute

intervals of measurement. These are displayed in graphical form in Figures 5.51

and 5.52 and then discussed.

S1 Reading Avg. Actual Avg. Datum Change

0 min 25.5 27 27 1.5

2 min 29.7083333 29 27 -2.7083333

4 min 27.5 29 27 -0.5

6 min 24.375 24 27 2.625

8 min 22.125 23 27 4.875

Table 5.7: Sand/Shingle Mix Movement - Sensor 1

S2 Reading Avg. Actual Avg. Datum Change

0 min 25.9583333 26 26 0.04166667

2 min 25.0416667 25 26 0.95833333

4 min 21.2083333 21 26 4.79166667

6 min 25.8333333 26 26 0.16666667

8 min 29.33333333 31 26 -3.33333333

Table 5.8: Sand/Shingle Mix Movement - Sensor 2
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Figure 5.51: Sand/Shingle Mix Movement - Sensor 1

Figure 5.52: Sand/Shingle Mix Movement - Sensor 2
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Sensor 1 Accuracy (%) Std. Deviation Std. Error

0 mins 94.44 1.793708813 0.366139278

2 mins 97.55 0.999093792 0.203939166

4 mins 94.82 0.510753918 0.104257207

6 mins 98.43 1.468880082 0.299833891

8 mins 96.19 1.226961606 0.250452489

Sensor 2 Accuracy (%) Std. Deviation Std. Error

0 mins 99.83 0.46430562 0.09477599

2 mins 99.83 0.20412415 0.04166667

4 mins 99 0.50897738 0.10389457

6 mins 99.35 0.38069349 0.07770873

8 mins 94.62 0.48154341 0.09829464

Table 5.9: Sand/Shingle Mix - Performance Statistics

S1 achieved an accuracy rate of 96.29%, compared to 98.53% for S2. These two

values give an overall accuracy of 97.41% for sand/shingle mix, highest of the

three sediments tested, and a 0.35% improvement on the datum measurement.

Compared to the previous two sediment mixes, there was little improvement over

the accuracy for sand at 0.16%, whilst the improvement over shingle was compar-

atively more significant at 1.66%. However, standard error was calculated as 0.16,

showing the poorest precision of the three experiments that were conducted.
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Figure 5.53: Sensor 1 Accuracy - Sand/Shingle Mix

Figure 5.54: Sensor 2 Accuracy - Sand/Shingle Mix
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5.5 Evaluation

This section provides an overall evaluation of results presented throughout the

preceding sections of this chapter. After conducting all three experiments, it

was clear that the developed prototype was able to measure sediment movement

with high levels of accuracy; upwards of 95% in all cases. However, accuracy and

precision varied between the different sediment mixes that were tested, and reasons

will be considered throughout this section. Additionally, accuracy and precision

values for datum and movement measurements are compared, with reasons for

differences assessed.

5.5.1 Datum Accuracy and Precision

Figure 5.55: Datum Measurements - Comparison of Overall % Accuracy

Figure 5.55 shows overall accuracy of the datum measurement for each sediment

mix. As can be observed, shingle achieved the most accurate overall measurement

at 97.49%, although there was little difference between the three, with the shingle

accuracy only being a marginal improvement over sand at 97.02% and the mix of

sand and shingle at 97.06%.
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Figure 5.56: Datum Measurements - Comparison of Overall Precision

As shown in Figure 5.56, the most precise reading was obtained from sand datum

measurements, with a standard deviation of 0.23, compared to 0.47 for sand/sh-

ingle mix and 0.61 for shingle, giving standard error values of 0.03, 0.06, and 0.07

respectively. This can be attributed to sand being a finer grained sediment which

results in a reduced scattering of the sound wave. However, being a softer mate-

rial compared to shingle, the reflection coefficient is lessened, leading to a poorer

accuracy. This explains what can be observed by comparing Figures 5.55 and

5.56, which show that sand measurements achieved the worst accuracy but the

best precision. The link between accuracy and precision is discussed later in this

chapter in Section 5.5.3.

5.5.2 Movement Accuracy and Precision

After evaluating the accuracy and precision of datum measurements, a similar

assessment was made for measurements of sediment movement.
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Figure 5.57: Sediment Movement - Comparison of Overall % Accuracy

Levels of accuracy for measuring movement of all three sediment mixes are shown

in Figure 5.57, with sand/shingle mix showing the highest accuracy at 97.41%,

followed by sand at 97.25% and shingle at 95.75%. The two former sediment

mixes show little variance from the levels of accuracy observed for the datum

(an improvement of 0.35% and 0.23% respectively). Shingle, on the other hand,

differed from its datum accuracy by 1.74%, which, although a small variance, is

significant compared to the other two. Reasons for this are discussed in Section

5.5.3.
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Figure 5.58: Sediment Movement - Comparison of Overall Precision

The levels of precision obtained for measuring sediment movement are shown in

Figure 5.58. In all cases precision for movement was lower than precision for datum

measurements; this was expected given the increased variability in distance (and

hence a more varied signal strength, in addition to the effects of attenuation)

between the sensors and sediments.

5.5.3 Overall Accuracy and Precision

In some cases there was a clear correlation between high accuracy and high preci-

sion; most notably the fact that the most accurate value (100%) correlated with

the lowest standard error (0) and the least accurate (87%) correlated with the

highest (0.44). However, they were not mutually inclusive; indeed, a standard

error of 0 was achieved on four other occasions, none of which also achieved 100%

accuracy. Furthermore, when the overall accuracy and precision were compared

for each sediment mix, the opposite was observed, with the highest accuracy cor-

relating with the lowest precision.
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This is primarily attributable to attenuation, which as discussed in Section 3.1.2

is a combined effect consisting of scattering and absorption of a sound wave. In

general, softer materials absorb sound better than harder, impenetrable materials

which reflect it better. On this basis, purely considering absorption of the sound

wave, it would be expected that softer sediments such as sand would not show

as high an accuracy as a more dense sediment like shingle with better reflective

properties. However, the effect of scattering is less likely to affect measurement

of sand since it is a smooth, fine grained material. Shingle on the other hand,

is more coarse, and is thus more likely to cause scattering of the sound wave.

Consequently, shingle is expected to show a lower level of precision compared to

sand, an expectation the results in Section 5.5.2 were in agreement with.

Expectations that shingle would show better accuracy than sand were confirmed

in the case of datum measurements, but not movement measurements, where it

showed the worst accuracy. In addition to the affects of scattering, since the

sediment was moving at regular intervals and not remaining stationary, it is likely

that the increased variability in distance between the sensors and sediment will

negatively impact precision, since sound waves diminish with distance. The highest

accuracy and lowest precision in terms of movement measurements was attained

by a mix of sand and shingle, due to the combined effect of a sediment that has

properties allowing good absorption and one that has properties allowing good

reflection.
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5.6 Chapter Summary

The experiment documented in this chapter aimed to discover the basic validity

of the method originally given in Equation 4.1, and this chapter has presented the

results of a lab-based experiment undertaken for this purpose.

The prototype developed in Chapter 4 was used to measure sediment movement in

a glass tank using ultrasonic distance sensors. Three experiments were conducted,

each with a different mix of sediment. Results were promising, achieving an ac-

curacy of 95% or above in all cases. Overall, this chapter represents successful

implementation of the prototype system, as well as in-air validation of the novel

method of monitoring sediment transport that is the basis of this thesis.
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Conclusions and Future Work

6.1 Introduction

In previous chapters of this thesis a novel method of monitoring sediment transport

using ultrasonic sensors and wireless networking technology was designed, built

and evaluated in a lab environment. This chapter will summarise the thesis, with

a particular focus on the contributions of the research carried out. Additionally,

some challenges that were faced are discussed and finally, recommendations are

outlined for potential future work.

6.2 Conclusions

The work presented in this thesis was derived to help coastal engineers better assess

the coastal environment and associated processes, and consequently contribute to

more effective shoreline management strategies being developed and implemented.

Coastlines around the world are at increasing risk of erosion, largely as a result

of sea level rise caused by a rise in global temperatures. At the same time, they

are more densely populated than the hinterlands, and said population levels are
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expected to increase in the future. Because of this, it is very important to be able

to monitor transport of sediments in the coastal zone in order to assess shoreline

change and ascertain any potential risks that may be faced as a result. Current

methods of monitoring, whilst achieving high-accuracy and high-precision, are gen-

erally time consuming and most significantly are limited to monitoring the visible

beach and cannot monitor sediment transport processes that occur underwater.

These limitations drive the need for the work that was undertaken in this thesis,

which has introduced a novel method of monitoring sediment transport, utilising

a combination of ultrasonic distance measurement and wireless sensor network

technology. This method measures movement of sediments by using distance mea-

surements to determine whether accretion or erosion is occurring, by comparing

readings against a previously established datum measurement. In-air validation

of this method has been achieved in this thesis, with recommendations made for

future development presented in Section 6.4.

In conclusion, a novel method has been presented and its capability of monitoring

the movement of sediments has been observed, with performance of the system

verified by comparing the results with actual measured values. It was shown that

the developed prototype was able to monitor sediment movement with high lev-

els of both accuracy (97.25% for sand, 95.75% for shingle, and 97.41% for mixed

sediments) and precision (average standard error was calculated below 0.2 for all

experiments) were achieved in all cases. These results confirm the ability of this

approach to accurately monitor sediment movements. Since depth measurement

using sound pulses is well established, this method can easily be further developed

for real-world deployments in the coastal environment, with some key considera-

tions for future development are given later in this chapter.
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6.3 Challenges

• At the outset of this research is was intended that all the stages shown

in Table 6.1 would be completed as part of this PhD. As the candidature

progressed it became clear that this was beyond the scope of a single PhD

and that it would need to be divided into smaller more workable stages. This

was the point at which it was decided to focus on just one stage of the overall

research project. It was also an important lesson in terms of avoiding a PhD

becoming too broad by trying to achieve too much, and ensuring that the

work is focused so that the contributions are clear.

• As there was limited previous research that has been conducted for this

specific application, there was little previous work upon which this research

could be built. Although in some sense this allowed more flexibility in terms

of deciding the approaches to take, having a more substantial body of pre-

vious work to refer to would have allowed greater confidence when making

these decisions.

• This thesis combined the two disciplines of computer science and coastal

engineering, the latter of which was a new field to the researcher whose

background was in computer science. This resulted in the challenge of bal-

ancing a discipline which was very familiar, and another which was relatively

unknown to the researcher. However, despite the challenges, it also created

interest in how these two different disciplines could be brought together and

demonstrated the importance, and appeal, of interdisciplinary research work.

Ultimately, as long as there is an interest in one of the disciplines, then en-

thusiasm for both is possible, since the interest in seeing how that discipline

can be applied to others is always there.
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6.4 Recommendations for future work

There remain many opportunities for this research to be extended; indeed, as first

mentioned in Chapter 1, the work in this thesis represents the first stage of a

project that is divided into several stages, as shown in Table 6.1.

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6

Initial prototype

and in-air testing

Prototype for

water testing

Wave tank

tests

Sea

trials

Final

deployment

Development of predictive

computational model

Table 6.1: Research Stages

This thesis has successfully achieved the first stage of this research project. Specific

recommendations for future work are outlined below; with their contribution to

each stage specified.

6.4.1 Mobile deployments (Stages 3,4,5)

The system presented in this thesis is in the form of a static WSN, which is not

a realistic scenario for most real-world applications, where significant movement

of sensor nodes is likely. This highlights requirements for future research into a

system capable of mobility, where the sensor nodes are able to move but still be

able to communicate so that data can be communicated back to the sink node.

This would greatly improve flexibility of the system in terms of deployment and

operation. However, it would also lead to increased cost as it would require the

design of complex networking protocols in order to maintain communication.

6.4.2 Energy efficiency and harvesting (Stages 2-5)

Energy efficiency is one of the most important issues in the design, development

and operation of WSNs, in particular when they are deployed in locations where
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replenishing the energy is impractical. In terms of future deployments of this sys-

tem on the ocean, this will be a particularly important consideration, especially

since propagation of sound pulses through water requires much more energy than

through air. However, it must also be noted that the final system would be ex-

pected to function continually for months at a time with minimal or no human

intervention. Therefore, in addition to utilising the available energy as efficiently

as possible, it is also essential to harvest energy (from sources such as wind, solar

and, since this system would be sea-based, osmotic), to ensure that the WSN is

able to remain in operation and gather data for as long as possible. Accordingly,

approaches to energy harvesting and efficient use of that energy can be a major,

and essential, area of future research.

6.4.3 Field trials (Stages 3-5)

In this research, the experiments were carried out in a lab environment, where

sediment transport was measured in a water tank. Deploying the system on the

ocean would introduce many more variables that would need to be considered,

the most obvious of which include weather, water depth, location, and type of

water. However, it is recommended that laboratory testing on a larger scale, in

a purpose-built wave tank, is carried out prior to field testing, in order to allow

more realistic testing but in a controlled environment.

6.4.4 Wave Motion (Stages 3-4)

Measuring underwater sediment transport by observing difference in water depth

measurements is a simple principle if the sensors are deployed on water with a

smooth surface and there is minimal movement of the sensors. In practice, this is

more complex, since on the ocean sensors will continually be rising and falling with
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the tides. Therefore, a key area of future work is to devise a method to account

for the movement of sensor nodes due to wave motion.

6.4.5 Neural networks (Stage 6)

Methods of predicting coastal processes were discussed in Chapter 2, with empiri-

cal predictions being the most common, largely due to them being a cost-effective

option. However, they have often been found to be inaccurate in comparison to

field measurements. Furthermore, if the formulae are devised based on actual field

measurement data, it is difficult to achieve generic application of them outside a

specific local site.

Neural networks differ from conventional algorithms in that they, much like hu-

mans do, learn by example, whereas a conventional algorithm solves a problem by

following a set of instructions that were programmed into it. Thus, conventional

algorithms can only solve problems for which a solution is already known. Neural

networks, on the other hand, cannot be programmed to perform specific tasks

but instead are “trained” using datasets that characterize the problem at hand,

which, when done correctly enable them to predict future patterns in the data.

This makes them particularly useful for solving problems that do not have a clear

algorithmic solution.

A model that can accurately predict the movement of sediments has the potential

to be of use in a number of areas across several disciplines. In addition to the

problems it can help address in predicting coastal evolution, it could also be useful

for researchers in the fields of archaeology and landscape history for the purpose

of predicting future changes based on historical data.
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This area of future study need not necessarily be separate from the area of applying

WSN technologies to coastal monitoring; indeed, the two could potentially com-

pliment each other. A neural network model that is regularly trained using data

collected by a WSN could then be used to predict future sand movement based

on previously collected data to aid in predicting events such as climate change,

pollution and coastal erosion.
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Appendix 2. Raw Data for Initial

Tank Measurements

Sensor 1 Frame ID Time Reading (cm) Actual (cm)

3 10:15:22 30 31

7 10:15:27 30 31

11 10:15:32 30 31

15 10:15:37 30 31

19 10:15:42 30 31

23 10:15:47 30 31

27 10:15:52 29 31

31 10:15:57 29 31

35 10:16:02 29 31

39 10:16:07 29 31

42 10:16:12 29 31

47 10:16:17 29 31

51 10:16:22 29 31

55 10:16:27 29 31

59 10:16:32 29 31

63 10:16:37 29 31

67 10:16:42 30 31

71 10:16:47 29 31

172
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75 10:16:52 29 31

79 10:16:57 29 31

83 10:17:02 29 31

87 10:17:07 30 31

91 10:17:12 30 31

95 10:17:17 30 31

99 10:17:22 30 31

103 10:17:27 30 31

107 10:17:32 30 31

111 10:17:37 30 31

115 10:17:42 30 31

119 10:17:47 30 31

123 10:17:52 30 31

127 10:17:57 30 31

132 10:18:02 30 31

136 10:18:07 30 31

141 10:18:12 30 31

145 10:18:17 30 31

149 10:18:22 30 31

153 10:18:27 30 31

157 10:18:32 29 31

161 10:18:37 29 31

165 10:18:42 29 31

169 10:18:47 29 31

173 10:18:52 29 31

177 10:18:57 29 31

181 10:19:02 29 31
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185 10:19:07 29 31

189 10:19:12 29 31

193 10:19:17 29 31

197 10:19:22 29 31

201 10:19:27 29 31

205 10:19:32 29 31

209 10:19:37 29 31

213 10:19:42 29 31

217 10:19:47 29 31

221 10:19:52 29 31

225 10:19:57 29 31

229 10:20:02 28 31

233 10:20:07 28 31

237 10:20:12 29 31

241 10:20:17 29 31

Average 29.36666667 31

Std. Dev 0.551320961

Std. Error 0.07117523

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

0 10:15:20 28 30

4 10:15:25 28 30

8 10:15:30 28 30

13 10:15:35 28 30

17 10:15:40 28 30

21 10:15:45 28 30

25 10:15:50 28 30

29 10:15:55 28 30
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34 10:16:00 28 30

38 10:16:05 28 30

42 10:16:11 28 30

46 10:16:16 28 30

50 10:16:21 28 30

54 10:16:26 28 30

58 10:16:31 28 30

62 10:16:36 28 30

66 10:16:41 28 30

70 10:16:46 28 30

74 10:16:51 28 30

78 10:16:56 28 30

82 10:17:01 28 30

86 10:17:06 28 30

90 10:17:11 28 30

94 10:17:16 28 30

98 10:17:21 28 30

102 10:17:26 28 30

106 10:17:31 28 30

110 10:17:36 28 30

114 10:17:41 28 30

118 10:17:46 28 30

122 10:17:51 28 30

126 10:17:56 28 30

130 10:18:01 28 30

134 10:18:06 28 30

138 10:18:11 28 30
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142 10:18:16 28 30

146 10:18:21 28 30

150 10:18:26 28 30

154 10:18:31 28 30

158 10:18:36 28 30

162 10:18:41 28 30

166 10:18:46 28 30

170 10:18:51 28 30

174 10:18:56 28 30

178 10:19:01 28 30

182 10:19:06 28 30

186 10:19:11 28 30

190 10:19:16 28 30

194 10:19:21 28 30

198 10:19:26 28 30

204 10:19:31 28 30

208 10:19:36 28 30

212 10:19:41 28 30

216 10:19:46 28 30

220 10:19:51 28 30

Average 28 30

Std. Dev 0

Std. Error 0



Appendix 3. Raw Data for

Datum Measurements

Sand Datum

Sensor 1 Frame ID Time Reading (cm) Actual (cm)

0 16:08:01 28 29

4 16:08:06 28 29

8 16:08:11 28 29

12 16:08:16 28 29

16 16:08:21 28 29

20 16:08:26 28 29

24 16:08:31 28 29

28 16:08:36 28 29

32 16:08:41 28 29

36 16:08:46 28 29

40 16:08:51 28 29

44 16:08:56 28 29

48 16:09:01 28 29

52 16:09:06 28 29

56 16:09:11 28 29

60 16:09:16 28 29

177
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64 16:09:21 28 29

68 16:09:26 28 29

72 16:09:31 28 29

76 16:09:36 28 29

80 16:09:41 28 29

84 16:09:46 28 29

88 16:09:51 28 29

93 16:09:56 28 29

97 16:10:01 28 29

101 16:10:06 28 29

105 16:10:11 28 29

109 16:10:16 28 29

113 16:10:21 28 29

117 16:10:26 28 29

121 16:10:31 28 29

125 16:10:36 28 29

129 16:10:41 28 29

133 16:10:46 28 29

137 16:10:51 28 29

141 16:10:56 28 29

145 16:11:01 28 29

149 16:11:06 28 29

153 16:11:11 28 29

157 16:11:16 28 29

160 16:11:21 28 29

164 16:11:26 28 29

168 16:11:31 28 29
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172 16:11:36 28 29

176 16:11:41 28 29

180 16:11:46 28 29

184 16:11:51 28 29

188 16:11:56 28 29

192 16:12:01 28 29

196 16:12:06 28 29

200 16:12:11 28 29

204 16:12:16 28 29

208 16:12:21 28 29

212 16:12:26 28 29

217 16:12:31 28 29

221 16:12:36 28 29

225 16:12:41 28 29

229 16:12:46 28 29

233 16:12:51 28 29

237 16:12:56 28 29

Average 28 29

Std. Dev 0

Std. Error 0

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

2 16:08:02 29 30

6 16:08:07 30 30

10 16:08:12 30 30

14 16:08:17 30 30

17 16:08:22 30 30

21 16:08:27 30 30
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25 16:08:32 30 30

29 16:08:37 31 30

33 16:08:42 29 30

38 16:08:47 29 30

42 16:08:52 29 30

46 16:08:57 29 30

50 16:09:02 29 30

54 16:09:07 30 30

58 16:09:12 30 30

62 16:09:17 29 30

66 16:09:22 29 30

70 16:09:27 29 30

74 16:09:32 30 30

78 16:09:38 30 30

82 16:09:43 29 30

86 16:09:48 29 30

90 16:09:53 29 30

94 16:09:58 29 30

98 16:10:03 29 30

102 16:10:08 29 30

106 16:10:13 29 30

110 16:10:18 30 30

115 16:10:24 30 30

119 16:10:29 29 30

123 16:10:34 29 30

127 16:10:39 29 30

131 16:10:44 29 30
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135 16:10:49 29 30

139 16:10:54 29 30

143 16:10:59 30 30

147 16:11:04 29 30

151 16:11:09 29 30

155 16:11:14 29 30

159 16:11:19 29 30

163 16:11:24 29 30

167 16:11:29 29 30

171 16:11:34 29 30

175 16:11:39 29 30

179 16:11:44 29 30

183 16:11:49 29 30

187 16:11:54 29 30

191 16:11:59 29 30

195 16:12:04 29 30

199 16:12:09 29 30

203 16:12:14 29 30

207 16:12:19 29 30

211 16:12:24 29 30

215 16:12:29 29 30

219 16:12:35 29 30

223 16:12:40 29 30

227 16:12:45 29 30

231 16:12:50 29 30

Average 29.25 30

Std. Dev 0.47389479
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Std. Error 0.06117955

Shingle Datum

Sensor 1 Frame ID Time Reading (cm) Actual (cm)

1 12:21:45 29 29

5 12:21:50 29 29

9 12:21:55 29 29

13 12:22:00 29 29

17 12:22:05 29 29

21 12:22:10 29 29

26 12:22:15 29 29

30 12:22:20 29 29

34 12:22:25 29 29

38 12:22:30 29 29

42 12:22:35 29 29

46 12:22:40 29 29

50 12:22:45 29 29

54 12:22:50 29 29

58 12:22:55 29 29

62 12:23:00 29 29

66 12:23:05 29 29

70 12:23:10 29 29

74 12:23:15 29 29

78 12:23:20 29 29

82 12:23:25 29 29

86 12:23:30 29 29
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90 12:23:35 29 29

94 12:23:40 29 29

98 12:23:45 29 29

102 12:23:50 29 29

106 12:23:55 29 29

110 12:24:00 29 29

114 12:24:05 29 29

118 12:24:10 29 29

122 12:24:15 29 29

126 12:24:20 29 29

130 12:24:25 29 29

134 12:24:30 29 29

138 12:24:35 28 29

142 12:24:40 28 29

146 12:24:45 28 29

150 12:24:50 28 29

154 12:24:55 29 29

158 12:25:00 29 29

162 12:25:05 28 29

166 12:25:10 28 29

169 12:25:15 29 29

173 12:25:20 29 29

177 12:25:25 28 29

181 12:25:30 29 29

185 12:25:35 29 29

189 12:25:40 29 29

193 12:25:45 32 29
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197 12:25:50 32 29

201 12:25:55 32 29

205 12:26:00 32 29

209 12:26:05 32 29

213 12:26:10 32 29

217 12:26:15 32 29

221 12:26:20 32 29

225 12:26:25 32 29

230 12:26:30 32 29

234 12:26:35 30 29

238 12:26:40 30 29

Average 29.4166667 29

Std. Dev 1.22532136

Std. Error 0.15818831

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

3 12:21:47 27 28

7 12:21:52 27 28

11 12:21:57 27 28

15 12:22:03 27 28

19 12:22:08 27 28

23 12:22:13 27 28

27 12:22:18 27 28

31 12:22:23 27 28

35 12:22:28 27 28

39 12:22:33 27 28

44 12:22:38 27 28

48 12:22:43 27 28
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52 12:22:48 27 28

56 12:22:53 27 28

60 12:22:58 27 28

64 12:23:03 27 28

69 12:23:09 27 28

73 12:23:14 27 28

77 12:23:19 27 28

81 12:23:24 27 28

85 12:23:29 27 28

89 12:23:34 27 28

93 12:23:39 27 28

97 12:23:44 27 28

101 12:23:49 27 28

105 12:23:55 27 28

109 12:24:00 27 28

113 12:24:05 27 28

117 12:24:10 27 28

121 12:24:15 27 28

125 12:24:20 27 28

129 12:24:25 27 28

133 12:24:30 27 28

137 12:24:35 27 28

141 12:24:40 27 28

145 12:24:45 27 28

149 12:24:50 27 28

153 12:24:55 27 28

157 12:25:00 27 28
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161 12:25:05 27 28

165 12:25:10 27 28

170 12:25:15 27 28

174 12:25:20 27 28

178 12:25:25 27 28

182 12:25:30 27 28

186 12:25:35 27 28

190 12:25:40 27 28

194 12:25:45 27 28

198 12:25:50 27 28

202 12:25:55 27 28

206 12:26:00 27 28

210 12:26:05 27 28

214 12:26:10 27 28

218 12:26:15 27 28

223 12:26:20 27 28

227 12:26:25 27 28

231 12:26:30 27 28

235 12:26:35 27 28

239 12:26:40 27 28

243 12:26:45 27 28

Average 27 28

Std. Dev 0

Std. Error 0

Sand/Shingle Mix Datum
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Sensor 1 Frame ID Time Reading (cm) Actual (cm)

2 12:08:36 27 27

6 12:08:41 27 27

10 12:08:46 26 27

14 12:08:51 26 27

18 12:08:56 26 27

22 12:09:01 26 27

26 12:09:06 26 27

30 12:09:11 26 27

34 12:09:16 26 27

38 12:09:21 26 27

42 12:09:26 26 27

46 12:09:31 26 27

50 12:09:36 26 27

54 12:09:41 26 27

58 12:09:46 26 27

62 12:09:51 26 27

66 12:09:56 26 27

70 12:10:01 26 27

74 12:10:06 26 27

78 12:10:11 26 27

82 12:10:16 26 27

86 12:10:21 26 27

90 12:10:26 26 27

94 12:10:31 26 27

99 12:10:36 26 27

103 12:10:41 26 27

107 12:10:46 26 27
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111 12:10:51 26 27

115 12:10:56 26 27

119 12:11:01 26 27

123 12:11:06 26 27

127 12:11:11 26 27

131 12:11:16 26 27

135 12:11:21 26 27

139 12:11:26 25 27

143 12:11:31 25 27

147 12:11:36 25 27

151 12:11:41 25 27

153 12:11:46 25 27

157 12:11:51 25 27

161 12:11:56 25 27

165 12:12:01 25 27

169 12:12:06 25 27

173 12:12:11 25 27

177 12:12:16 25 27

182 12:12:21 25 27

186 12:12:26 25 27

190 12:12:31 25 27

194 12:12:36 25 27

198 12:12:41 25 27

202 12:12:46 25 27

206 12:12:51 25 27

210 12:12:56 25 27

214 12:13:01 25 27



Appendix 3. Raw Data for Datum Measurements 189

218 12:13:06 25 27

222 12:13:11 25 27

226 12:13:16 25 27

230 12:13:21 25 27

234 12:13:26 25 27

238 12:13:31 25 27

Average 25.6 27

Std. Dev 0.55844821

Std. Error 0.07209535

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

3 12:08:37 26 26

7 12:08:41 25 26

11 12:08:47 25 26

15 12:08:51 25 26

19 12:08:56 26 26

23 12:09:02 26 26

27 12:09:07 26 26

31 12:09:12 26 26

36 12:09:17 26 26

40 12:09:22 26 26

44 12:09:27 26 26

48 12:09:33 26 26

52 12:09:38 26 26

56 12:09:43 26 26

60 12:09:48 25 26

64 12:09:54 26 26

69 12:09:59 26 26
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73 12:10:04 26 26

77 12:10:09 26 26

81 12:10:14 26 26

85 12:10:19 26 26

89 12:10:24 26 26

93 12:10:28 26 26

97 12:10:33 25 26

101 12:10:39 25 26

105 12:10:44 25 26

109 12:10:48 26 26

113 12:10:53 26 26

117 12:10:58 25 26

121 12:11:04 25 26

125 12:11:09 25 26

129 12:11:13 26 26

133 12:11:19 26 26

137 12:11:23 26 26

141 12:11:28 26 26

145 12:11:33 25 26

149 12:11:39 26 26

155 12:11:47 26 26

156 12:11:50 26 26

159 12:11:53 26 26

163 12:11:59 26 26

168 12:12:04 26 26

172 12:12:09 26 26

176 12:12:14 26 26
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180 12:12:19 26 26

184 12:12:24 26 26

188 12:12:29 26 26

192 12:12:34 26 26

196 12:12:39 26 26

200 12:12:44 26 26

204 12:12:49 26 26

208 12:12:54 26 26

212 12:12:59 26 26

216 12:13:04 26 26

220 12:13:10 26 26

224 12:13:15 26 26

229 12:13:20 26 26

233 12:13:25 26 26

237 12:13:30 26 26

241 12:13:35 26 26

Average 25.8166667

Std. Dev 0.39020493

Std. Error 0.05037524



Appendix 4. Raw Sensor Data for

Sediment Movement

Shingle Movement

Sensor 1 Frame ID Time Reading (cm) Actual (cm)

0 mins 2 12:36:36 26 26

6 12:36:41 26 26

10 12:36:46 25 26

14 12:36:51 25 26

18 12:36:56 26 26

22 12:37:01 26 26

26 12:37:06 26 26

30 12:37:11 25 26

34 12:37:16 25 26

38 12:37:21 25 26

42 12:37:26 26 26

46 12:37:31 26 26

50 12:37:36 25 26

54 12:37:41 25 26

58 12:37:46 25 26

63 12:37:51 25 26

192
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67 12:37:56 25 26

71 12:38:01 25 26

75 12:38:06 25 26

79 12:38:11 25 26

83 12:38:16 25 26

87 12:38:21 25 26

91 12:38:26 25 26

95 12:38:31 25 26

Reading Avg. 25.29166667

Std. Deviation 0.464305621

Std. Error 0.094775988

2 mins 99 12:38:36 25 25

103 12:38:41 25 25

107 12:38:46 31 25

111 12:38:51 30 25

115 12:38:56 26 25

119 12:39:01 26 25

123 12:39:06 26 25

127 12:39:11 26 25

131 12:39:16 27 25

135 12:39:21 30 25

139 12:39:26 30 25

143 12:39:31 30 25

147 12:39:36 31 25

151 12:39:41 30 25

155 12:39:46 30 25
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159 12:39:51 30 25

163 12:39:56 30 25

167 12:40:01 30 25

171 12:40:06 30 25

175 12:40:11 27 25

179 12:40:16 30 25

183 12:40:21 26 25

187 12:40:26 26 25

191 12:40:31 26 25

Reading Avg. 28.25

Std. Deviation 2.171955641

Std. Error 0.443348589

4 mins 195 12:40:36 27 28

199 12:40:41 27 28

203 12:40:46 27 28

207 12:40:51 27 28

211 12:40:56 27 28

215 12:41:01 27 28

219 12:41:06 27 28

224 12:41:11 27 28

228 12:41:16 27 28

232 12:41:21 27 28

236 12:41:26 27 28

240 12:41:31 27 28

244 12:41:36 27 28

248 12:41:41 27 28
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252 12:41:46 27 28

257 12:41:51 27 28

261 12:41:56 27 28

265 12:42:01 27 28

269 12:42:06 27 28

273 12:42:11 27 28

277 12:42:16 27 28

280 12:42:21 27 28

284 12:42:26 27 28

288 12:42:31 27 28

Reading Avg. 27

Std. Deviation 0

Std. Error 0

6 mins 292 12:42:36 27 26

296 12:42:41 26 26

300 12:42:46 27 26

304 12:42:51 27 26

308 12:42:56 27 26

312 12:43:01 27 26

316 12:43:06 27 26

320 12:43:11 27 26

324 12:43:16 27 26

332 12:43:21 27 26

336 12:43:26 27 26

340 12:43:31 27 26

344 12:43:36 27 26
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348 12:43:41 27 26

352 12:43:46 27 26

356 12:43:51 27 26

360 12:43:56 27 26

364 12:44:01 26 26

369 12:44:06 26 26

373 12:44:11 26 26

377 12:44:16 26 26

381 12:44:21 27 26

385 12:44:26 27 26

389 12:44:31 19 26

Reading Avg. 26.45833333

Std. Deviation 1.64129235

Std. Error 0.335027398

8 mins 393 12:44:36 20 21

397 12:44:41 21 21

401 12:44:46 20 21

405 12:44:51 20 21

409 12:44:56 20 21

413 12:45:01 20 21

417 12:45:06 20 21

421 12:45:11 20 21

425 12:45:16 20 21

429 12:45:21 20 21

433 12:45:26 20 21

437 12:45:31 20 21
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441 12:45:36 20 21

445 12:45:41 20 21

449 12:45:46 20 21

453 12:45:51 20 21

458 12:45:56 20 21

462 12:46:01 20 21

466 12:46:06 20 21

470 12:46:11 20 21

474 12:46:16 20 21

478 12:46:21 20 21

482 12:46:26 20 21

486 12:46:31 20 21

Reading Avg. 20.04166667

Std. Deviation 0.204124145

Std. Error 0.041666667

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

0 mins 1 12:36:34 27 27

5 12:36:40 27 27

9 12:36:45 27 27

13 12:36:51 27 27

17 12:36:56 27 27

21 12:37:01 27 27

25 12:37:06 27 27

29 12:37:10 27 27

33 12:37:16 27 27

37 12:37:21 27 27
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41 12:37:26 27 27

45 12:37:31 27 27

49 12:37:36 27 27

56 12:37:41 27 27

60 12:37:46 27 27

64 12:37:51 27 27

68 12:37:56 28 27

72 12:38:01 27 27

76 12:38:07 27 27

80 12:38:12 27 27

84 12:38:17 27 27

88 12:38:22 27 27

92 12:38:27 27 27

96 12:38:33 27 27

Reading Avg. 27.0416667

Std. Deviation 0.20412415

Std. Error 0.04166667

2 mins 100 12:38:38 25 24

104 12:38:43 25 24

108 12:38:48 25 24

112 12:38:53 25 24

116 12:38:58 25 24

120 12:39:03 25 24

124 12:39:08 25 24

128 12:39:13 25 24

132 12:39:18 25 24
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136 12:39:23 25 24

140 12:39:28 25 24

144 12:39:33 25 24

148 12:39:38 25 24

152 12:39:43 25 24

156 12:39:48 25 24

160 12:39:53 25 24

166 12:39:58 25 24

170 12:40:03 25 24

174 12:40:08 25 24

178 12:40:13 25 24

182 12:40:18 25 24

186 12:40:23 25 24

190 12:40:28 25 24

194 12:40:33 25 24

Reading Avg. 25

Std. Deviation 0

Std. Error 0

4 mins 198 12:40:38 25 25

202 12:40:43 25 25

206 12:40:49 25 25

210 12:40:54 25 25

214 12:41:00 25 25

218 12:41:05 24 25

222 12:41:10 25 25

226 12:41:15 25 25
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230 12:41:20 25 25

234 12:41:25 25 25

238 12:41:30 25 25

242 12:41:35 25 25

247 12:41:40 25 25

251 12:41:45 25 25

255 12:41:50 25 25

260 12:41:56 25 25

264 12:42:01 25 25

268 12:42:06 25 25

272 12:42:11 25 25

276 12:42:16 25 25

281 12:42:22 25 25

285 12:42:27 25 25

289 12:42:32 25 25

293 12:42:37 25 25

Reading Avg. 24.9583333

Std. Deviation 0.20412415

Std. Error 0.04166667

6 mins 297 12:42:42 25 25

301 12:42:47 25 25

305 12:42:52 25 25

309 12:42:57 24 25

313 12:43:02 24 25

317 12:43:07 24 25

321 12:43:12 24 25
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326 12:43:18 24 25

330 12:43:23 24 25

334 12:43:28 24 25

338 12:43:33 24 25

342 12:43:38 24 25

346 12:43:43 24 25

350 12:43:48 24 25

354 12:43:53 24 25

358 12:43:58 24 25

362 12:44:03 24 25

366 12:44:08 24 25

370 12:44:13 24 25

374 12:44:18 24 25

378 12:44:23 24 25

382 12:44:28 24 25

387 12:44:33 24 25

391 12:44:38 30 25

Reading Avg. 24.375

Std. Deviation 1.24455335

Std. Error 0.25404339

8 mins 395 12:44:43 30 31

399 12:44:48 30 31

403 12:44:53 30 31

407 12:44:58 29 31

411 12:45:03 29 31

415 12:45:08 29 31
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419 12:45:13 29 31

423 12:45:18 29 31

427 12:45:24 29 31

431 12:45:29 29 31

436 12:45:34 29 31

440 12:45:39 29 31

444 12:45:44 29 31

448 12:45:49 29 31

452 12:45:54 29 31

456 12:45:59 29 31

460 12:46:04 29 31

464 12:46:09 29 31

468 12:46:14 29 31

472 12:46:20 29 31

476 12:46:25 29 31

480 12:46:30 29 31

484 12:46:35 29 31

488 12:46:40 29 31

Reading Avg. 29.125

Std. Deviation 29.125

Std. Error 0.33783196

Sand Movement

Sensor 1 Frame ID Time Reading (cm) Actual (cm)

0 mins 1 16:15:26 28 29
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5 16:15:31 28 29

9 16:15:36 28 29

13 16:15:41 28 29

17 16:15:46 28 29

21 16:15:51 28 29

25 16:15:56 28 29

29 16:16:01 28 29

33 16:16:06 28 29

37 16:16:11 28 29

41 16:16:16 28 29

45 16:16:21 28 29

49 16:16:26 28 29

53 16:16:31 28 29

57 16:16:36 28 29

60 16:16:41 28 29

64 16:16:46 28 29

68 16:16:51 28 29

72 16:16:56 28 29

76 16:17:01 28 29

80 16:17:06 28 29

84 16:17:11 28 29

88 16:17:16 28 29

92 16:17:21 28 29

Reading Avg. 28

Std. Deviation 0

Std. Error 0
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2 mins 96 16:17:26 29 32

100 16:17:31 33 32

104 16:17:36 31 32

108 16:17:41 33 32

112 16:17:46 33 32

116 16:17:51 33 32

120 16:17:56 33 32

124 16:18:01 33 32

128 16:18:06 33 32

132 16:18:11 33 32

136 16:18:16 33 32

140 16:18:21 33 32

145 16:18:26 33 32

149 16:18:31 33 32

153 16:18:36 33 32

157 16:18:41 33 32

161 16:18:46 33 32

165 16:18:51 33 32

169 16:18:56 33 32

173 16:19:01 33 32

176 16:19:06 33 32

180 16:19:11 33 32

184 16:19:16 33 32

188 16:19:21 33 32

Reading Avg. 32.75

Std. Deviation 0.896854406

Std. Error 0.183069639
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4 mins 192 16:19:26 30 32

196 16:19:31 31 32

200 16:19:36 31 32

204 16:19:41 32 32

208 16:19:46 31 32

212 16:19:51 31 32

216 16:19:56 31 32

220 16:20:01 31 32

224 16:20:06 31 32

228 16:20:11 31 32

232 16:20:16 32 32

236 16:20:21 31 32

240 16:20:26 31 32

244 16:20:31 31 32

248 16:20:37 31 32

252 16:20:42 31 32

256 16:20:46 32 32

260 16:20:52 31 32

265 16:20:57 31 32

269 16:21:02 31 32

273 16:21:07 31 32

277 16:21:12 31 32

281 16:21:17 31 32

285 16:21:22 32 32

Reading Avg. 31.125

Std. Deviation 0.448427203



Appendix 4. Raw Sensor Data for Sediment Movement 206

Std. Error 0.09153482

6 mins 289 16:21:27 31 32

293 16:21:32 31 32

297 16:21:37 31 32

301 16:21:42 31 32

305 16:21:47 31 32

309 16:21:52 31 32

313 16:21:57 31 32

317 16:22:02 31 32

321 16:22:07 31 32

325 16:22:12 31 32

329 16:22:17 31 32

333 16:22:22 31 32

337 16:22:27 31 32

341 16:22:32 31 32

345 16:22:37 31 32

350 16:22:42 31 32

354 16:22:47 31 32

358 16:22:52 31 32

362 16:22:57 31 32

366 16:23:02 31 32

370 16:23:07 31 32

374 16:23:12 31 32

378 16:23:17 30 32

382 16:23:22 30 32

Reading Avg. 30.91666667
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Std. Deviation 0.282329851

Std. Error 0.05763034

8 mins 386 16:23:27 31 31

390 16:23:32 31 31

394 16:23:37 30 31

398 16:23:42 34 31

402 16:23:47 34 31

406 16:23:52 34 31

410 16:23:57 32 31

414 16:24:02 32 31

418 16:24:07 32 31

422 16:24:12 32 31

426 16:24:17 32 31

430 16:24:22 32 31

434 16:24:27 35 31

438 16:24:32 32 31

442 16:24:37 31 31

446 16:24:42 32 31

450 16:24:47 32 31

454 16:24:52 32 31

458 16:24:57 31 31

462 16:25:02 32 31

466 16:25:07 31 31

470 16:25:12 31 31

474 16:25:17 31 31

478 16:25:23 31 31
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Reading Avg. 31.95833333

Std. Deviation 1.197067673

Std. Error 0.244350416

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

0 mins 2 16:15:28 29 30

7 16:15:33 29 30

11 16:15:38 29 30

15 16:15:43 29 30

19 16:15:48 29 30

23 16:15:53 29 30

27 16:15:58 29 30

31 16:16:03 29 30

35 16:16:08 29 30

39 16:16:13 29 30

43 16:16:18 29 30

47 16:16:23 29 30

51 16:16:28 29 30

55 16:16:33 29 30

59 16:16:38 29 30

62 16:16:43 29 30

66 16:16:49 29 30

70 16:16:54 29 30

74 16:16:59 29 30

78 16:17:04 29 30

82 16:17:09 29 30

86 16:17:14 29 30
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90 16:17:19 29 30

94 16:17:24 29 30

Reading Avg. 29

Std. Deviation 0

Std. Error 0

2 mins 98 16:17:29 28 28

102 16:17:34 28 28

106 16:17:39 28 28

110 16:17:44 28 28

114 16:17:50 28 28

118 16:17:55 28 28

122 16:18:00 28 28

126 16:18:05 28 28

130 16:18:10 28 28

135 16:18:15 28 28

139 16:18:20 28 28

143 16:18:25 28 28

147 16:18:30 28 28

151 16:18:35 28 28

155 16:18:40 28 28

159 16:18:45 28 28

163 16:18:50 28 28

168 16:18:56 28 28

172 16:19:01 28 28

177 16:19:07 28 28

181 16:19:12 28 28
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185 16:19:17 28 28

189 16:19:22 28 28

193 16:19:27 25 28

Reading Avg. 27.875

Std. Deviation 0.61237244

Std. Error 0.125

4 mins 197 16:19:32 25 26

201 16:19:37 25 26

205 16:19:42 25 26

209 16:19:47 25 26

213 16:19:52 25 26

217 16:19:57 25 26

221 16:20:02 25 26

225 16:20:07 26 26

229 16:20:12 26 26

233 16:20:17 26 26

237 16:20:22 26 26

242 16:20:28 26 26

246 16:20:33 26 26

250 16:20:38 26 26

254 16:20:43 26 26

258 16:20:48 26 26

262 16:20:53 26 26

266 16:20:58 26 26

270 16:21:03 26 26

274 16:21:08 26 26
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278 16:21:13 26 26

282 16:21:18 26 26

286 16:21:23 26 26

290 16:21:28 25 26

Reading Avg. 25.6666667

Std. Deviation 0.48154341

Std. Error 0.09829464

6 mins 294 16:21:33 24 24

298 16:21:38 24 24

303 16:21:43 24 24

307 16:21:48 24 24

311 16:21:53 24 24

315 16:21:58 24 24

319 16:22:03 24 24

323 16:22:08 24 24

327 16:22:13 24 24

331 16:22:18 24 24

335 16:22:24 24 24

339 16:22:29 24 24

344 16:22:35 24 24

348 16:22:40 24 24

352 16:22:45 24 24

356 16:22:50 24 24

360 16:22:55 24 24

364 16:23:00 24 24

368 16:23:05 24 24
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372 16:23:10 24 24

376 16:23:15 24 24

380 16:23:20 24 24

384 16:23:25 24 24

388 16:23:30 24 24

Reading Avg. 24

Std. Deviation 0

Std. Error 0

8 mins 392 16:23:35 25 21

396 16:23:40 25 21

400 16:23:45 26 21

404 16:23:50 26 21

408 16:23:55 25 21

412 16:24:00 21 21

416 16:24:05 22 21

420 16:24:10 22 21

424 16:24:15 22 21

429 16:24:20 22 21

433 16:24:25 21 21

437 16:24:31 21 21

441 16:24:36 22 21

445 16:24:41 22 21

449 16:24:45 22 21

453 16:24:50 21 21

457 16:24:55 22 21

461 16:25:00 22 21



Appendix 4. Raw Sensor Data for Sediment Movement 213

465 16:25:05 22 21

469 16:25:10 22 21

472 16:25:15 22 21

476 16:25:20 22 21

480 16:25:25 22 21

484 16:25:30 22 21

Reading Avg. 22.5416667

Std. Deviation 1.55979839

Std. Error 0.31839251

Sand/Shingle Mix Movement

Sensor 1 Frame ID Time Reading (cm) Actual (cm)

0 mins 2 12:16:41 25 27

7 12:16:46 25 27

11 12:16:51 25 27

15 12:16:56 25 27

19 12:17:01 25 27

23 12:17:06 25 27

27 12:17:11 25 27

31 12:17:16 25 27

35 12:17:21 25 27

39 12:17:26 25 27

43 12:17:31 25 27

47 12:17:36 25 27

50 12:17:41 25 27
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54 12:17:46 25 27

58 12:17:51 25 27

62 12:17:56 25 27

66 12:18:01 25 27

70 12:18:06 25 27

74 12:18:11 25 27

78 12:18:16 33 27

82 12:18:21 29 27

86 12:18:26 25 27

90 12:18:31 25 27

94 12:18:36 25 27

Reading Avg. 25.5

Std. Deviation 1.793708813

Std. Error 0.366139278

2 mins 98 12:18:41 26 29

102 12:18:46 30 29

106 12:18:51 30 29

110 12:18:56 30 29

113 12:19:01 30 29

117 12:19:06 27 29

121 12:19:11 30 29

125 12:19:16 30 29

130 12:19:21 30 29

134 12:19:26 30 29

138 12:19:31 30 29

142 12:19:36 30 29
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146 12:19:41 30 29

150 12:19:46 30 29

154 12:19:51 30 29

158 12:19:56 30 29

162 12:20:01 30 29

166 12:20:06 30 29

170 12:20:11 30 29

174 12:20:16 30 29

178 12:20:21 30 29

182 12:20:26 30 29

186 12:20:31 30 29

190 12:20:36 30 29

Reading Avg. 29.70833333

Std. Deviation 0.999093792

Std. Error 0.203939166

4 mins 194 12:20:41 28 29

198 12:20:46 28 29

202 12:20:51 27 29

206 12:20:56 28 29

210 12:21:01 28 29

214 12:21:06 27 29

218 12:21:11 27 29

222 12:21:16 28 29

226 12:21:21 27 29

230 12:21:26 27 29

234 12:21:31 28 29
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238 12:21:36 27 29

242 12:21:41 27 29

246 12:21:46 28 29

250 12:21:51 28 29

254 12:21:56 27 29

258 12:22:01 27 29

262 12:22:06 28 29

266 12:22:11 28 29

270 12:22:16 27 29

274 12:22:21 27 29

278 12:22:26 28 29

282 12:22:31 27 29

286 12:22:36 28 29

Reading Avg. 27.5

Std. Deviation 0.510753918

Std. Error 0.104257207

6 mins 290 12:22:41 23 24

294 12:22:46 25 24

298 12:22:51 25 24

302 12:22:56 24 24

306 12:23:01 31 24

310 12:23:06 24 24

314 12:23:11 24 24

318 12:23:16 24 24

322 12:23:21 24 24

326 12:23:26 24 24
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330 12:23:31 24 24

334 12:23:36 24 24

339 12:23:41 24 24

343 12:23:46 24 24

347 12:23:51 24 24

351 12:23:56 24 24

355 12:24:01 24 24

359 12:24:06 24 24

363 12:24:11 24 24

367 12:24:16 24 24

371 12:24:21 24 24

375 12:24:26 25 24

379 12:24:31 24 24

383 12:24:36 24 24

Reading Avg. 24.375

Std. Deviation 1.468880082

Std. Error 0.299833891

8 mins 387 12:24:41 19 23

391 12:24:47 22 23

395 12:24:52 22 23

399 12:24:57 22 23

403 12:25:02 22 23

407 12:25:07 22 23

411 12:25:12 22 23

415 12:25:17 22 23

419 12:25:22 23 23



Appendix 4. Raw Sensor Data for Sediment Movement 218

424 12:25:27 27 23

428 12:25:32 22 23

432 12:25:37 22 23

435 12:25:42 22 23

439 12:25:47 22 23

443 12:25:52 22 23

447 12:25:57 22 23

451 12:26:02 22 23

455 12:26:07 22 23

459 12:26:12 22 23

463 12:26:17 22 23

467 12:26:22 22 23

471 12:26:27 22 23

475 12:26:32 22 23

479 12:26:37 22 23

Reading Avg. 22.125

Std. Deviation 1.226961606

Std. Error 0.250452489

Sensor 2 Frame ID Time Reading (cm) Actual (cm)

0 mins 1 12:16:40 26 26

5 12:16:45 26 26

9 12:16:49 26 26

13 12:16:55 26 26

17 12:17:00 25 26

21 12:17:05 26 26

25 12:17:10 26 26
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29 12:17:15 26 26

33 12:17:20 26 26

38 12:17:26 26 26

42 12:17:31 26 26

46 12:17:36 26 26

51 12:17:42 26 26

55 12:17:47 26 26

59 12:17:52 26 26

63 12:17:57 26 26

67 12:18:02 26 26

71 12:18:07 26 26

75 12:18:12 25 26

79 12:18:17 27 26

83 12:18:22 27 26

87 12:18:27 26 26

91 12:18:32 26 26

95 12:18:37 25 26

Reading Avg. 25.9583333

Std. Deviation 0.46430562

Std. Error 0.09477599

2 mins 99 12:18:42 26 25

103 12:18:47 25 25

107 12:18:52 25 25

111 12:18:57 25 25

115 12:19:02 25 25

119 12:19:07 25 25
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123 12:19:12 25 25

127 12:19:17 25 25

131 12:19:22 25 25

135 12:19:27 25 25

139 12:19:32 25 25

143 12:19:37 25 25

147 12:19:41 25 25

151 12:19:47 25 25

155 12:19:52 25 25

159 12:19:57 25 25

163 12:20:02 25 25

167 12:20:07 25 25

171 12:20:12 25 25

175 12:20:17 25 25

180 12:20:22 25 25

184 12:20:27 25 25

188 12:20:32 25 25

192 12:20:37 25 25

Reading Avg. 25.0416667

Std. Deviation 0.20412415

Std. Error 0.04166667

4 mins 196 12:20:42 22 21

200 12:20:47 21 21

204 12:20:52 21 21

208 12:20:57 21 21

212 12:21:02 21 21
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215 12:21:07 22 21

219 12:21:12 21 21

223 12:21:17 23 21

227 12:21:22 22 21

231 12:21:27 21 21

235 12:21:33 21 21

239 12:21:38 21 21

243 12:21:43 21 21

247 12:21:48 21 21

251 12:21:53 21 21

255 12:21:58 21 21

259 12:22:03 21 21

264 12:22:09 21 21

268 12:22:14 21 21

272 12:22:19 21 21

276 12:22:24 21 21

280 12:22:29 21 21

284 12:22:34 21 21

288 12:22:39 21 21

Reading Avg. 21.2083333

Std. Deviation 0.50897738

Std. Error 0.10389457

6 mins 292 12:22:44 26 26

296 12:22:49 26 26

300 12:22:54 26 26

304 12:22:59 26 26
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309 12:23:04 26 26

313 12:23:09 26 26

317 12:23:14 26 26

321 12:23:19 26 26

325 12:23:24 26 26

329 12:23:29 26 26

333 12:23:35 26 26

337 12:23:40 26 26

341 12:23:45 25 26

345 12:23:50 26 26

349 12:23:55 26 26

353 12:24:00 26 26

357 12:24:05 26 26

361 12:24:10 25 26

365 12:24:15 26 26

369 12:24:20 25 26

373 12:24:25 26 26

377 12:24:30 26 26

381 12:24:35 25 26

385 12:24:40 26 26

Reading Avg. 25.8333333

Std. Deviation 0.38069349

Std. Error 0.07770873

8 mins 389 12:24:45 30 31

394 12:24:51 30 31

398 12:24:55 30 31
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402 12:25:00 30 31

406 12:25:06 30 31

410 12:25:10 29 31

414 12:25:15 30 31

418 12:25:20 30 31

422 12:25:26 30 31

426 12:25:31 29 31

430 12:25:36 29 31

436 12:25:42 29 31

440 12:25:47 29 31

444 12:25:52 29 31

448 12:25:57 29 31

452 12:26:02 29 31

456 12:26:07 29 31

460 12:26:13 29 31

464 12:26:18 29 31

468 12:26:23 29 31

472 12:26:28 29 31

476 12:26:33 29 31

480 12:26:38 29 31

484 12:26:43 29 31

Reading Avg. 29.3333333

Std. Deviation 0.48154341

Std. Error 0.09829464
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