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ABSTRACT 

Fusarium head blight (FHB) is a globally significant fungal disease that severely 

impacts wheat crops, leading to reduced yields, degraded grain quality, and the 

accumulation of harmful mycotoxins. These mycotoxins pose severe threats to 

human and animal health and result in substantial economic losses. Accurate and 

efficient assessment of FHB disease phenotypes is crucial for developing resistant 

wheat varieties through breeding. However, current methods for collecting and 

analyzing wheat phenotypic data are time-consuming, labor-intensive, and often 

imprecise, particularly at the spikelet level, where disease symptoms are more 

nuanced and challenging to detect. Hence this study addresses these challenges 

by proposing a novel lightweight object detection model based on multi-scale 

feature fusion, specifically designed to detect FHB at the spikelet level in wheat. 

The proposed model leverages the advanced YOLOv9 framework, integrating the 

Multi-Scale Feature Enhancement and Fusion (MSFEF) module, to significantly 

enhance the accuracy of detecting small and subtle disease features in complex 

field environments. The performance of the developed model is evaluated using a 

self-constructed dataset comprising 620 annotated RGB images. Results show 

that the proposed model achieves a mean Average Precision (mAP) of 90.6%, 

outperforming state-of-the-art models such as YOLOv9-C and YOLOv10-S while 

maintaining real-time performance with 294 FPS. 

Additionally, the model excels in detecting diseased spikelets, achieving an 

Average Precision (AP) of 92%, and shows high robustness in recognizing healthy 



and infected spikelets. Regarding disease phenotype extraction, the model's 

correlation coefficients with manual detection for disease spikelet rate and FHB 

severity are 0.81 and 0.75, respectively, underscoring its significant potential for 

practical application in breeding and phenotype collection. This study introduces a 

novel, fine-grained detection method for wheat FHB disease and offers practical 

solutions to enhance the efficiency of wheat resistance breeding and plant disease 

management. 
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CHAPTER 1 – INTRODUCTION 

1.1 RESEARCH BACKGROUND 

Fusarium head blight (FHB), is one of the common fungal diseases in wheat, can 

cause serious damage to wheat yield [1]. Fusarium graminearum (F. graminearum) 

is one of the main pathogens causing FHB [2], which is known to produce various 

Fusarium mycotoxins, including deoxynivalenol (DON), trichothecenes, and 

beauvericin, posing a significant threat to the health of humans and livestock [3]. 

Accurate identification of infected wheat spikes at the early stage of FHB can 

greatly contribute to improving the current situation and minimizing associated 

losses. Currently, FHB management in wheat primarily relies on main approaches 

including chemical control, biological control, and the development of resistant 

varieties through plant breeding [4], [5], [6]. It is emphasized that resistance 

breeding is a core and effective approach in the prevention and control of FHB. 

However, as a prerequisite for breeding work, the collection and analysis of 

disease phenotypic information are fundamentally important tasks [7], [8]. 

1.1.1 FHB Phenotype 

When assessing the severity of Fusarium Head Blight (FHB), the Diseased 

Spikelet Rate (DSR) is a phenotypic indicator in wheat breeding. It measures the 

level of disease impact on wheat spikelets after FHB infection. The Diseased 

Spikelet Rate is essential in breeding programs that focus on developing FHB-

resistant wheat varieties, as it is used to assess the resistance of breeding 

populations, particularly in terms of limiting the disease's dissemination within 

spikelets (known as Type II resistance) [9]. The measurement of DSR allows 

researchers to assess the efficacy of resistance characteristics, ascertain the 

severity of the disease following the Chinese Standard GB/T 15796-2011, and 

analyze the response of wheat plants to FHB. This information is indispensable for 

comprehending the prevalence of FHB in wheat populations, providing a basis for 

the enhancement of wheat varieties, and directing disease management practices. 

In addition, DSR data is advantageous for genome-wide association studies 

(GWAS) that are designed to identify FHB resistance genes and Quantitative Trait 

Loci (QTLs) [6]. 



1.1.2 Wheat FHB Detection Technologies 

Image-based phenotypic extraction of plant diseases is becoming increasingly 

important in plant phenomics research [10]. Digital image processing can be 

employed to acquire and analyze phenotypic information about plant diseases 

precisely and efficiently. Furthermore, imaging technology offers dependable data 

support for agricultural automation. The growth of emerging sensor technologies 

has driven the update of plant image acquisition devices, with diverse imaging 

methods including high-resolution imaging, hyperspectral imaging, thermal 

imaging, etc. These technologies can extract crop disease characteristics from 

multiple dimensions and utilize modern computational methods such as machine 

learning for crop monitoring, analysis, and disease diagnosis [11], [12]. 

Hyperspectral imaging technology is a high-precision, non-destructive tool for 

disease assessment, capable of extracting key biomarkers based on spectral data 

[13], [14]. Chlorophyll fluorescence imaging technology is widely applied in the 

phenotypic characteristic analysis of diseases such as FHB, offering a new 

dimension for disease monitoring and assessment [15]. Moreover, combined with 

unmanned aerial vehicle (UAV) technology, it enables efficient crop disease 

monitoring and identification over large planting areas [16]. However, these high-

precision imaging technologies impose higher demands on data acquisition 

devices, not only increasing costs but also requiring strong dependence on the 

collection environment. The complexity of manual feature extraction, calibration, 

and the accuracy of data quality and quantitative analysis are affected by 

environmental factors. 

The development of deep learning introduced by LeCun, et al. [17] provides strong 

support for the research and application of computer vision in the field of crop 

phenotype and disease recognition [18]. Image processing technology based on 

deep learning, with its high precision and high throughput, has become a hot topic 

in plant disease phenotypic research [19]. The introduction of Convolutional 

Neural Networks (CNNs), especially in large-scale image data processing and 

analysis, has demonstrated their powerful capability in identifying abnormalities in 

crop images and determining potential crop disease symptoms [20]. Deep 



convolutional networks like AlexNet [21] are used to extract specific disease 

feature information and combined with machine learning algorithms such as 

random forests to classify disease severity [22]. Additionally, the end-to-end 

Blendmask model proposed in Gao, et al. [23] can simultaneously segment wheat 

spikes and disease areas, thereby accurately assessing disease severity. 

1.1.3 Object Detection on FHB 

Object detection algorithms, due to their high accuracy and relatively low dataset 

annotation difficulty, are widely used in phenotypic extraction. Including both one-

stage and two-stage object detection techniques, two-stage object detection 

algorithms hold great potential in phenotypic extraction applications. One-stage 

object detection techniques, which can efficiently extract complex image 

information and are faster and more accurate compared to two-stage detection, 

are widely used in wheat FHB detection tasks due to their fast inference speed 

and potential for real-time detection. 

The end-to-end improved YOLOv5 model used by Zhang, et al. [24] for extracting 

wheat spikes, then disease assessment through threshold segmentation and a 

random forest binary classifier. In Hong, et al. [25], a lightweight model based on 

the Mobile-Net and YOLOv4 framework can be deployed on UAVs for assessing 

wheat FHB conditions in field environments. In the study of Bao, et al. [26], an 

improved YOLOv5s combined with data augmentation strategies was designed for 

UAV-collected RGB image recognition of FHB disease spikes, YOLOv7-MA 

network constructed by Meng, et al. [27] with the design of Microscale Detection 

Layer and integration of CBAM attention mechanism proposed by [28] for spike 

detection. GSEYOLOX-s combines SimAM proposed by Yang, et al. [29] and 

ghost convolution designed by Han, et al. [30] to improve YOLOX-s in training and 

predicting on spike data labeled for disease severity grading [31]. Although end-to-

end object detection offers advantages in accuracy and lightweight, the extraction 

and prediction of disease phenotypic data pose higher demands on such models. 

Multi-scale Feature Fusion on Object Detection 

Currently, the most widely used real-time detectors for plant disease are still the 

YOLO series detectors [32], which typically use modified Path Aggregation 



Network (PAN) [33] or Feature Pyramid Network (FPN) [34] as the primary 

mechanisms for feature fusion [35]. However, this feature fusion mechanism 

suffers from significant information loss in high-level feature maps and consumes 

much memory during computation, resulting in low processing efficiency [36, 37]. 

Specifically, Zhao, et al. [38] proposed BiTNet, a lightweight object detection 

network combining Transformer and Bi-FPN. It designs Efficient Transformer 

Blocks (ETB) and Efficient Convolution Aggregation Blocks (ECAB) to extract 

image features, where the bidirectional FPN supplements deep and shallow 

feature representations from bottom-up and top-down directions. The ECAB, using 

a single aggregation operation to process multiple feature maps, enhances feature 

extraction and reduces computational complexity and Memory Access Costs 

(MAC), thus alleviating the efficiency issues of FPN in feature computation. 

However, ECAB’s drawback is its failure to consider the differing importance of 

deep and shallow features. ELAN is a structure similar to ECAB but considering 

this aspect [39]. The critical difference between ECAB and ELAN is that ECAB 

only aggregates feature maps within layers, emphasizing local feature learning. 

In contrast, ELAN aggregates inputs from different convolutional layers, focusing 

on global feature information. ELAN’s structure references VoVNet and 

CSPVoVNet, combining VoVNet’s convolutional block stacking for deep feature 

extraction and CSPNet’s efficient feature processing structure [40], balancing the 

increased computational cost due to feature fusion in VoVNet and reducing 

redundant information in the gradient flow through cross-stage partial connections 

[41]. ELAN is applied in YOLOv9, where the original convolutional blocks are 

replaced with arbitrary computational blocks, resulting in the Generalized Efficient 

Layer Aggregation Network (GELAN) network [42]. 

Despite the significant advancements in the accuracy of current wheat FHB object 

detectors [43], the detection scale and phenotype extraction remain at the spike 

level, leading to missed and false detections. In contrast, detecting FHB at the 

spikelet level can extract more detailed and precise disease phenotypes. However, 

the smaller size of spikelets and the diversity of infection symptoms impose higher 



performance requirements on object detection methods. Consequently, it is 

imperative to develop a highly precise spikelet-based object detection model. 

Hence, this study presents a novel object detection algorithm that utilizes multi-

scale feature fusion to identify FHB in wheat spikelets. To further improve the 

model’s performance, this model is constructed on the sophisticated YOLOv9 

framework, which includes a multi-scale feature enhancement module and an 

enhanced feature pyramid structure. This model establishes a strong foundation 

for identifying and controlling FHB in wheat and disease monitoring and 

management by accurately extracting disease phenotypes, conducting 

assessments, and classifying and locating healthy and diseased spikelets. 

1.2 RESEARCH PROBLEM STATEMENT 

In order to prevent and control FHB, it is essential to have early symptom 

information about diseases [44]. Nevertheless, the subtle differences and varying 

susceptibility levels present a significant challenge in the more refined detection of 

diseased spikelets, thereby increasing the difficulty of recognition [16]. 

The existing YOLOv9 employs the classical FPN structure, which is constrained 

by specific feature layers and encounters difficulties in effectively capturing rich 

contextual information to represent and detect objects with substantial scale 

variations [42]. Detecting spikelets necessitates multi-scale feature fusion 

mechanisms to extract spikelet features and enhance contextual information, as 

wheat spikelets are smaller in scale than entire wheat spikes in field-collected data. 

In addition, the multi-scale feature hierarchy is restricted to feature layers, which 

complicates the concurrently incorporating objects’ features at varying scales into 

a feature map [45]. 

The small size of wheat spikelets, the noise interference of complex field 

backgrounds, and the diverse disease symptoms can present challenges in 

accurately detecting wheat in FHB [19]. These detection issues impact the 

extraction and transmission of fine-grained spikelet features with this detection 

using CNN models [43]. 

1.3 RESEARCH AIM 



This study aims to develop a light-weight object detection CNN network based on 

multi-scale feature fusion for detecting FHB infection and phenotypic extraction in 

the wheat spikelet. 

1.4 RESEARCH OBJECTIVES 

Obj1 - To critically analyze the current literature to understand trends in multi-scale 

feature extraction and fusion for plant disease object detection models. 

Obj2 - To develop a multi-scale feature fusion object detection model based on 

CNN for detecting FHB diseased spikelets. 

Obj3 - To evaluate the performance of the developed model on self-constructed 

dataset by comparing it against state-of-the-art models using well-known 

evaluation metrics. 

1.5 CONTRIBUTION OF THE STUDY 

 This study introduces a novel object detection method for FHB detection and 

phenotype extraction focusing on wheat spikelets. This method can 

accomplish a more precise and detailed identification of the disease 

phenotype by emphasizing the smaller scale of spikelets rather than entire 

spikes. 

 This study implements a Multi-Scale Feature Enhancement and Fusion 

(MSFEF) module to identify wheat spikelets in intricate field conditions. This 

module enhances the model's capacity to differentiate spikelets from noise 

backgrounds by enhancing and fusing multi-scale features. 

 This study integrates the MSFEF module into the advanced YOLOv9 

framework, resulting in a resilient model that boosts detection accuracy. The 

enhanced performance of this integrated model in real-world agriculture 

scenarios is demonstrated through a systematic evaluation of it against state-

of-the-art models using standard evaluation metrics. 

 This study provides a dataset of wheat spikes infected with FHB obtained from 

greenhouse scenes. The dataset consists of an RGB data collection of the 

infected spikes, and each image is accompanied by meticulous small-scale, 

fully supervised manual annotations at the spikelet level, which were 

conducted under the guidance of experts. 



1.6 STURCTURE OF THE STUDY 

This study is divided into three main parts. Firstly, it involves learning the 

theoretical knowledge of FHB detection in wheat and object detection algorithms. 

Thus, by analyzing the current literature for multi-scale feature extraction and 

fusion. This foundational work will support designing and testing an object 

detection model capable of detecting FHB in wheat spikelets. 

The second part addresses the specific research aims and objectives of the study. 

It involves the design of the mechanism for multi-scale feature extraction and 

fusion, the development of an object detection model for identifying FHB in wheat 

spikelets, and the extraction of disease phenotypes by the proposed model. 

The final part discusses the results and predictions of the model, evaluates the 

application of the algorithm in disease phenotype extraction, and compares it 

against state-of-the-art models using evaluation metrics. Finally, it analyzes and 

summarizes the directions for future work and development. 

CHAPTER ONE – INTRODUCTION summarizes the background knowledge on 

FHB detection in wheat, thereby clarifying the research problems for this study. It 

outlines the research aim, refines the research objectives, and provides a 

structural plan for the study. 

CHAPTER TWO – REVIEW OF LITERATURE focuses on previous research and 

current advancements in FHB controlling and detection, YOLO detectors, and 

multi-scale feature fusion of the object detections. This chapter synthesizes and 

critically analyzes the literature and further clarifies the design of mechanisms and 

models during the study’s implementation. 

CHAPTER THREE – RESEARCH METHODOLOGY outlines the research design 

and methodology employed in the study. It details the architecture of the proposed 

model, the Multi-Scale Feature Enhancement and Fusion (MSFEF) module, and 

the evaluation metrics used to assess the model’s performance. The chapter also 



discusses the data collection process, including the dataset’s sources and the 

software and hardware used in the experiments. 

CHAPTER FOUR – EXPERIMENTS AND RESULTS ANALYSIS presents the 

experimental setup, the results of the experiments, and a thorough analysis of the 

findings. It comprises performance comparisons between the proposed and state-

of-the-art models and an assessment of the efficacy of various components within 

the proposed model. Visualizations of the feature distribution, model predictions, 

and correlation and regression analyses of the extracted phenotypes are also 

included in the chapter. 

CHAPTER FIVE – CONCLUSION, LIMITATION, AND RECOMMENDATIONS 

highlights the proposed model's contributions to enhancing FHB detection in 

wheat spikelets, summarizing the study's primary findings. The study's limitations 

are also discussed, and recommendations for future research are provided, 

including potential areas for further exploration and development. 

CHAPTER SIX – REFLECTIONS demonstrates the challenge-solving process, 

personal development, and lessons learned that were encountered during the 

project's completion. The chapter emphasizes the significance of meticulous 

planning, time management, and the assistance provided by various resources, 

such as academic guidance and peer communication. It also underscores the 

importance of adaptability and persistence in surmounting challenges and 

accomplishing the project's objectives. 



CHAPTER 2 – REVIEW OF LITERATURE 

The existing literature and advancements in object detection based on Fusarium 

Head Blight (FHB) are the primary focus of this chapter. Existing approaches to 

object detection are primarily divided into Machine-Learning and Deep-Learning-

based methodologies. End-to-end object detection algorithms, particularly YOLO 

detectors, have emerged as the most dominant deep detection frameworks due to 

their rapid inference speed and simplicity of extracting disease phenotypes. 

Additionally, this chapter highlights the frameworks and research studies 

associated with detecting FHBs using object detection techniques. The chapter 

also examines the current structures and research on feature fusion in object 

detection for spikelet-level detection tasks and the progress in multi-scale feature 

fusion research. Multi-scale feature fusion methods are critically analyzed, and 

YOLO is comprehensively explained, along with its timeline. 

2.1 FUSARIUM HEAD BLIGHT 

Fusarium Head Blight (FHB) is a detrimental fungal disease prevalent among 

numerous Fusarium fungus species and predominantly caused by Fusarium 

graminearum. Furthermore, it substantially threatens cereal crops' growth, 

including wheat, rice, and oats [46]. Symptoms of the disease, including premature 

withering, ear rot, and whitening, are typically observed during the flowering phase 

of wheat. This results in substantial reductions in output and substantially impairs 

wheat quality, occasionally leading to complete crop failure. In wheat fields, the 

disease is prevalent in semi-humid and humid regions, resulting in 10% to 70% 

yield reductions and affecting an area exceeding 70,000 hectares [47]. The 

infection also produces a variety of mycotoxins, including Deoxynivalenol (DON) 

and Zearalenone (ZEA), which accumulate in wheat and have substantial health 

implications for both humans and animals [44]. 

2.2 FHB CONTROLLING AND DETECTION 

Chemical and genetic management interventions are the main strategies used to 

prevent and control FHB in wheat. In chemical control, using fungicides is 

necessary under specific environmental conditions [48]. Due to the significant 



toxicity of Fusarium toxins and their devastating impact on wheat crop yield, 

fungicides are typically used in combination with crop rotation and the cultivation 

of resistant crops to protect plants. Conducting research and development on 

novel techniques for detecting FHB will guarantee systematic and efficient 

chemical control [49], guiding agricultural practices and facilitating scientifically 

optimized wheat production activities. Early identification of FHB infection in wheat 

is essential for identifying the optimal period for applying fungicides. 

A crucial genetic control technique for ensuring agricultural production safety is 

selecting and breeding wheat cultivars resistant to FHB. Effective variety selection 

necessitates interdisciplinary study encompassing plant breeding, plant pathology, 

plant phenomics, and other relevant knowledge and practices. Hence, it is 

imperative to employ accurate and groundbreaking techniques to detect 

symptoms early and extract disease phenotypes [50]. 

Presently, the prevailing techniques for detecting FHB encompass optical and 

biochemical methods [51]. The most straightforward and precise approach for 

visual evaluation is through human experts [52]. However, the accuracy of human 

assessment can be reduced by factors such as weariness, external interference, 

and visual errors [53]. Biochemical techniques include gas chromatography-mass 

spectrometry analysis [54], polymerase chain reaction [55], and enzyme-linked 

immunosorbent assay [56]. Although these methods demonstrate high precision, 

they could be more damaging, time-consuming, and labor-intensive processes 

[57]. Hence, the pressing objective is to investigate non-invasive and expeditious 

techniques for identifying FHB in wheat. Several FHB detection methods exist that 

are mainly non-invasive approaches, such as machine learning-based methods 

[15, 58-60], and deep learning-based methods [24, 25, 61-65]. 

2.3 MACHINE LEARNING-BASED PLANT DISEASE DETECTION 
METHODS 

Machine learning plays a vital role in agricultural and plant science research, with 

wide-ranging applications in plant disease diagnosis [66], crop yield prediction [67, 

68], and other areas [69]. Presently, the detection and classification of wheat 

illnesses are commonly carried out using supervised machine learning algorithms 



[58]. Support Vector Machines (SVM) [70], Random Forests [71], and Decision 

Trees [72] are often employed methods in the feature extraction stage for the 

classification of wheat illnesses. 

The procedure of assessing FHB infection in wheat using digital images consists 

of two essential stages: segmentation of the wheat spike image and counting the 

number of spikes. These steps are primarily accomplished by combining digital 

image processing techniques with machine learning. Zhang, et al. [59] utilized a K-

means clustering algorithm in conjunction with image processing to properly 

segment wheat spikes in photos that feature a cluster of wheat plants. Afterward, 

a Random Forest classifier was employed to divide the affected areas further, and 

the FHB severity was determined by computing the area ratio. While this 

technique is successful in identifying dense clusters of wheat spikes in the field, 

accurately extracting disease phenotypes using this method depends significantly 

on the precision of the segmentation algorithm. The technique is vulnerable to 

noise interference caused by intricate backdrops in real-world settings, requiring 

additional image pre-processing to remove background noise, resulting in 

increased computational and time expenses. 

Mustafa, et al. [15] employed integrated learning using a Random Forest classifier 

to identify crucial illness characteristics by merging reflection spectroscopy and 

chlorophyll fluorescence imaging. Nevertheless, this approach has constraints in 

extensive applications owing to the challenge of incorporating data from diverse 

sensors that gather information at various scales. Although machine learning 

algorithms are elementary to create and may be easily interpreted and 

comprehended, they are susceptible to underfitting and necessitate feature 

engineering for pre-processing. 

Notably, advanced imaging technologies, such as multispectral and hyperspectral 

imaging, have shown to be accurate and non-destructive instruments for 

extracting important biomarkers using spectral data [16]. These methods offer 

comprehensive data on crops’ reflectance or transmittance spectra, allowing for 

the detection and measurement of disease-related alterations in plants [13]. 

Therefore, the use of multispectral and hyperspectral imaging technologies can 



accurately measure the degrees of resistance that wheat has against fhb [73], 

making it easier to identify fhb in wheat spikes and crop canopies in the field [74]. 

These data formats are frequently utilized in conjunction with machine learning for 

image analysis [75]. 

Huang, et al. [60] employed the successive projection algorithm (SPA) [76] to 

choose spectral characteristics from hyperspectral images. They then combined 

the channels of these images to produce rgb images. Colour features were 

extracted using colour moments [77], while texture features were obtained using 

the gray level co-occurrence matrix (GLCM) [78]. Subsequently, a svm model was 

developed by integrating image and spectral data using the particle swarm 

optimization (PSO) algorithm [79] to detect fhb. While feasible, this approach 

requires intricate processing procedures, substantial requirements for image 

capture, and manual extraction of features. Spectrum imaging technologies offer 

crucial qualitative and quantitative spectrum data about disorders. However, they 

encounter difficulties concerning the expenses of detection, technological intricacy, 

and instrument-related problems [80]. These technologies necessitate high-

performance data-gathering equipment, which leads to higher economic expenses 

and is heavily influenced by the environmental conditions during data collecting. 

2.4 DEEP LEARNING-BASED PLANT DISEASE DETECTION 
METHODS 

Deep learning technologies have significantly enhanced research and applications 

in identifying and phenotyping crop diseases [17, 18]. The combination of deep 

learning and image processing techniques allows for the efficient and accurate 

extraction of phenotypic information in plant disease phenotyping research, 

making it a central focus of study [19]. Deep learning models surpass classic 

machine learning models’ ability to solve computer vision problems, such as plant 

disease identification, fruit categorization, and crop seed phenotyping. Unlike 

traditional models, deep learning models do not need manual feature pre-

extraction and demonstrate exceptional performance [81]. Convolutional Neural 

Networks (CNNs) have proven to be highly effective in processing and interpreting 

large-scale picture data, specifically identifying diseases and probable symptoms 

in crop images [82]. Convolutional Neural Networks (CNNs) are utilized in 



agriculture because they extract important features by employing a combination of 

layers, taking advantage of the translational invariance of convolutional operators, 

and considering the spatial correlations between neighboring data. Traditional 

CNNs, such as LeNet-5 [83], AlexNet [21], ResNet [84], and VGG [85], have been 

effectively employed for plant disease identification [86]. 

Deep learning methods for detecting FHB primarily involve training classification 

models to identify diseases, training segmentation models to separate wheat 

spikes and diseased regions for assessing severity [61] [62], training object 

detection models to locate and classify wheat spikes [87], and combining deep 

learning with machine learning techniques [24]. Girshick introduced the Fast R-

CNN and Faster R-CNN network models based on R-CNN [88, 89], which 

significantly improved the accuracy and speed of the algorithm in wheat spike 

detection [90], laying a solid technical foundation for the practical application of 

wheat. Besides, Bernardes, et al. [63] acquired a high detection accuracy of 99% 

for classifying wheat seed FHB using RGB photographs of individual wheat seeds. 

They combined hyperparameter optimization through a random search method [91] 

and fine-tuning with various pre-trained CNNs [92]. Their results proved the 

efficacy of affordable imaging technology and deep learning models in precisely 

categorizing wheat seeds infected with FHB. Nevertheless, the symptoms of FHB 

vary depending on the genotype, which can impact the reliability of detection 

techniques when applied to different types of wheat. 

Qiu, et al. [64] employed an Inception neural network that consisted of larger 

network branches and various small-size parallel convolutions combined with 

channel attention modules to analyze Raman spectrum characteristics. This 

approach resulted in a detection accuracy of 93.62% for wheat grains infected with 

FHB. However, the practical implementation of this technology is hindered by the 

intricate structure of grains and the nuanced variations in their spectral properties, 

which pose difficulties in accurately identifying crucial indications. Additionally, in 

the study of Wang, et al. [61], two models, Deeplabv3+ [93] and the Hrnet [94], 

utilized high-resolution sub-networks as the underlying architecture. These models 

demonstrated exceptional performance in image segmentation and feature 

recognition. They effectively processed high-throughput wheat spike images and 



accurately identified complex areas displaying FHB symptoms. The grading 

accuracy for FHB severity achieved a remarkable 92.6%. Nevertheless, this two-

step processing approach results in significant time and annotation expenses for 

training data. 

Hassan, et al. [95] utilized a combination of machine learning and deep learning 

techniques to develop two ways for disease identification in maize, potatoes, and 

tomatoes. The first strategy combined shallow VGG with Random Forest, while 

the second combined shallow VGG with XGBoost. These approaches achieved an 

impressive average accuracy of 95.70%. Gu, et al. [65] introduced a method for 

assessing the severity of FHB using the Relief-F algorithm. They utilized AlexNet 

to extract deep convolutional features and employed the Random Forest algorithm 

for classification and recognition. This approach successfully achieved a fusion of 

high-dimensional and low-dimensional information. This method achieved a 

precision rate of 94% when assessing the harshness of individual wheat spikes. 

Nevertheless, it necessitates a gradual execution and distinct feature extraction for 

categorization and identification, constraining its capacity to swiftly and effectively 

detect FHB. 

2.5 YOLO-BASED FHB DETECTORS 

YOLO (You Only Look Once) is a one-stage deep learning-based algorithm that 

can accurately segment complex images and predict the category and location of 

objects based on the information from each grid [96]. This fully convolutional 

network structure can efficiently and quickly process multiple objects 

simultaneously, making YOLO widely used in object detection [97]. Compared to 

two-stage algorithms, one-stage algorithms typically have lower precision and 

recall rates and are less effective at detecting small objects. 

However, significant information loss occurs during the feature extraction for high-

level semantic information for small-scale targets like wheat spikelets [98]. Thus, 

optimizing feature fusion mechanisms is necessary to supplement further and 

enrich the feature representation for these small-scale objects [99] [100] [101]. 

Zhang, et al. [24] employed the YOLOv5 object detection network and an 

enhanced DIOU-NMS non-maximum suppression technique to detect wheat 



spikes. They then utilized a Random Forest algorithm to categorize colour data 

that were manually retrieved, resulting in a 96.16% accuracy in detecting FHB. 

Nevertheless, this method cannot achieve fully automated detection of FHB from 

start to finish. Gao, et al. [43] enhanced the YOLOv5-S model by substituting the 

C3 module of the baseline network with SPPF and GhostC3 modules. This 

modification yielded a compact model with a parameter count of 3.64M and 

achieved an average precision of 97.15%. Nevertheless, this technique identifies 

the presence of infection in wheat spikes by analyzing photos that show groups of 

wheat spikes, but it does not differentiate between specific types of infections. As 

a result, more precise disease characterization is needed for practical purposes. 

Zhang, et al. [102] proposed a modified YOLO detection network that incorporates 

a straightforward spatial attention network and utilizes gray-coded labels for angle 

encoding. This modification allows for detecting wheat spikes in any orientation 

within the image. The spatial attention network employed spatial attention and 

spatial continuity loss functions to extract the spatial distribution properties of 

wheat, enabling the identification of each wheat spike in the image. The severity of 

FHB in individual wheat spikes was evaluated using threshold segmentation and 

K-means clustering. The approach attained a mean accuracy of 94.44%. Although 

there have been advancements and enhancements in identifying wheat spikes, 

detecting FHB still necessitates further post-processing. 

Hong, et al. [25] enhanced the YOLOv8 model by substituting the Conv module 

with GhostConv [30] and employing Focal CIoU as the loss function. In addition, 

they developed the C-faster module as a substitute for the original C2f module. 

However, the training and testing data they used could not detect detailed 

characteristics of infection severity in wheat spikes. As a result, the model could 

only determine the location and category of infected and healthy wheat spikes 

without providing precise information about the extent of the infection, such as the 

rate of infected spikelets. 

2.6 FEATURE FUSION OF OBJECT DETECTION 

Feature fusion is widely used in the field of object detection. It involves extracting 

low-level features from shallow layers and high-level features from deep layers 



within the network to obtain more precise semantic feature representations. For 

example, YOLOv2 connects features from different layers at the network 

bottleneck [103]. Other algorithms, such as Feature Pyramid Network (FPN) [34], 

focus on more complex fusion mechanisms, extracting and integrating multi-scale 

features for multi-scale object detection. This approach effectively transmits 

features and narrows the semantic gap. 

2.6.1 Feature Pyramid Network 

The Feature Pyramid Network (FPN) achieves feature fusion by facilitating the 

flow of features between layers, directly merging feature maps from specific layers. 

During the feature fusion process [104], the feature flow mechanism maintains the 

coherence of semantic information as it traverses all feature levels. The FPN 

architecture employs a top-down pyramid structure where higher feature levels 

undergo multiple down-sampling steps, resulting in smaller feature maps with 

lower resolution but richer semantic information. However, this process leads to 

significant information loss [103]. FPN incorporates lateral connections to 

supplement the missing positional information and mitigate this. This design allows 

for a more comprehensive feature representation across different scales and has 

been employed in many detectors [34, 105, 106]. 

Zhu, et al. [99] designed an innovative feature fusion module and integrated it into 

the FPN. This module enhances the capability to handle instances of varying sizes 

by dynamically adjusting the fusion weights based on feature similarity. 

Additionally, they incorporated a group attention mechanism to enhance the 

spatial information representation of features across different layers. Their method 

was integrated into a Faster R-CNN framework with a ResNet-101 backbone, 

increasing average precision (AP) from 39.7 to 41.4 on the COCO test-dev 

dataset. However, the inclusion of the similarity-based fusion module and 

additional attention layers increased the number of parameters, memory usage, 

and FLOPs. 

Wang and Zhong [100] proposed the Adaptive Feature Pyramid Network 

(AdaFPN), which incorporates Adaptive Up-sampling (AdaUp) that leverages both 

spatial coordinates and semantic information to predict coordinate offsets for 



sampling points, thereby achieving more flexible feature interpolation. Furthermore, 

by integrating an attention mechanism, they dynamically predict pixel-level fusion 

weights, balancing high-level semantic and low-level detail information for each 

pixel. AdaFPN was integrated into both Faster R-CNN and FCOS models, 

resulting in a 1.2 increase in AP for Faster R-CNN and a 1.0 increase in AP for 

FCOS on the MS-COCO dataset. However, this method still needs to be improved 

related to feature misalignment during multi-scale feature fusion, especially in 

complex scenes such as wheat spikes in fields or objects of diverse scales, 

highlighting the difficulties in aligning features across different levels. 

2.6.2 Multi-Scale Feature Fusion 

In multi-scale feature fusion, objects of different scales can be extracted and fused 

through the improved FPN [34]. Guo, et al. [107] designed a new feature pyramid 

structure AugFPN to extract scale-invariant contextual semantic information 

through residual feature enhancement, reducing information loss in the highest-

level feature map of the feature pyramid and using MobileNet-v2 as the backbone 

improved the average precision (AP) by 1.6%. 

Zeng, et al. [108] proposed a new multi-scale feature fusion method for defect 

detection, designing the atrous balanced feature pyramid network (ABFPN). This 

method enhances contextual information using dilated convolution operators with 

different dilation rates and applies to skip connections for sufficient feature fusion 

on top of FPN. 

Guan, et al. [109] improved the Faster R-CNN framework for application to the 

UA-DETRAC car dataset, achieving more accurate localization of small-scale 

objects. By introducing a feature fusion module, they combined abstract semantic 

information captured at higher layers with detailed information at lower layers, 

generating finely resolved feature maps. 

Jiang, et al. [110] designed a multi-scale feature extraction module (MSFEM) for 

UAV aerial image object detection. They extracted rich multi-scale feature 

information through multiple branches with different convolution operations. They 

expanded the FPN scale and introduced skip connections using the proposed 



bidirectional dense feature pyramid network (BDFPN). Experiments on the 

VISDrone and UAVDT defect detection benchmark datasets showed better results 

than state-of-the-art object detection methods. 

Du and Liang [101], based on the YOLOv5 model, optimized the FPN using 

Depth-wise Separable Convolution and Involution operators and spatial attention. 

Additionally, they designed an adaptive spatial convolutional block attention 

mechanism (SCBAM), applying self-attention mechanisms to the convolutional 

block attention module (CBAM) to enhance feature representation capability, 

resulting in a 7.4% accuracy improvement compared to the original model. Wu, et 

al. [111], also based on the YOLOv5s network, introduced attention mechanisms 

into the FPN for feature fusion, embedding coordinate attention (CA) into the 

original network’s C3 module to improve the model’s ability to distinguish features 

of overlapping objects. This network achieved a 3% mAP improvement on the 

BDD100k road object detection public dataset, reaching a 71.2% mAP. 

Cheng, et al. [112] proposed an end-to-end cross-scale feature fusion network 

based on RCNN. They modeled the relationships between feature maps of 

different channels by inserting a squeeze and excitation (SE) block at the top of 

the FPN. They designed a CSFF module to obtain multi-level feature 

representations. This framework, applied to the DIOR public dataset of natural 

scenes, improved mAP by 3.0% compared to Faster R-CNN using FPN. 

Liu, et al. [113] designed an adaptive multi-scale feature enhancement and fusion 

module (ASEM). They initially collected multi-scale features through a feature 

pyramid. They integrated a fine-grained feature extraction module for each level, 

refining multi-scale features using atrous convolutions with different dilation rates 

and employing attention mechanisms for feature fusion. Compared to Rotated 

Faster-RCNN, this achieved a 0.81% mAP improvement on the DOTA-1.0 dataset. 

Yang, et al. [114], based on YOLOv3, proposed the MSF-YOLO model, increasing 

the convolution scale to four scales for the original ResNet and integrating 

features at each scale to obtain rich hierarchical information. Additionally, they 



optimized the anchor box mechanism and training process, resulting in a 31.54% 

accuracy improvement on an industrial dataset compared to the original YOLOv3. 

2.7 YOLO ARCHITECTURE AND TIMELINE 

This section primarily introduces the architecture of the YOLO detector and the 

fundamental principles of its various components. Additionally, it presents the 

iterative updates and improvements of the YOLO series algorithms through a 

timeline format. 

2.7.1 YOLO Architecture 

Figure 1: YOLO Network Architecture 

As illustrated in Figure 1, the YOLO architecture can be divided into several 

components: Backbone, Neck, and Head [115]. The backbone extracts feature 

from the input image, and the neck serves as a connection component between 

the backbone and the head, refining the features extracted by the backbone. The 

neck enhances semantic information at different scales and often includes feature 

fusion mechanisms such as feature pyramid networks to enrich feature 

representation [116]. The head makes predictions based on the features provided 

by the first two parts of the network, including performing classification, localization, 

and post-processing such as NMS to retain the highest confidence prediction 

boxes [117]. YOLO detector completes object detection with a single network 

forward pass. Its core idea is to convert the detection task into a regression 

problem, using the entire image as the network input to obtain the positions of the 

bounding boxes and their corresponding classes [118]. 



In the Backbone section, the input image is the image to be detected. The input 

image is first divided into a fixed-size grid, and for each grid cell [119], each is 

responsible for detecting objects in the image. A CNN extracts features from the 

image. The primary purpose of this step is to capture essential information from 

the image, perform dimensionality reduction, and make subsequent detection 

more efficient. Then, the Neck section further enhances features extracted from 

the backbone network. Standard methods include using FPN or similar structures 

to capture multi-scale information better. The Head section consists of two 

subtasks: Box Regression and Classification. It predicts the bounding boxes of 

objects in each grid, outputting the coordinates of the boxes and confidence 

scores and predicting the class of objects in each grid. 

Notably, a loss function is used when training to measure the differences in 

position, confidence, and classification accuracy between the predicted and 

ground truth boxes [96]. However, the predicted bounding boxes may overlap with 

each other. YOLO employs the non-maximum suppression (NMS) algorithm [120] 

to eliminate redundancy, which selects the best prediction boxes based on 

confidence and overlap [97]. Thus, in the Post-Processing stage, non-maximum 

suppression is utilized to retain bounding boxes with the highest confidence 

scores and remove overlapping boxes. Subsequently, detection results with lower 

confidence scores are filtered based on preset thresholds. The final output 

includes annotated images with detection boxes and class labels. 

2.7.2 YOLO Timeline 

Figure 2: YOLOv1 to YOLOv10 Timeline 

As shown in Figure 2, YOLOv1 unified the steps of object detection by 

simultaneously detecting all bounding boxes, dividing the input image into grids of 



equal size, and making predictions on each grid. YOLOv2 first introduced k-means 

clustering anchor boxes in the detection head to enhance bounding box prediction 

[121]. YOLOv3 incorporated multi-scale predictions at three scales (large, medium, 

and small) in the neck and head [122]. YOLOv4 employed the path aggregation 

network (PANet) in the neck for feature aggregation and spatial pyramid pooling 

(SPP) to enhance the receptive field [123]. YOLOv5 proposed the Spatial Pyramid 

Pooling Fast (SPPF) based on SPP to improve processing speed and introduced 

the distribution focal loss function for bounding box prediction [124]. YOLOv6 

integrated RepBlocks into PANet, further enhancing model performance through 

re-parameterization modules [125]. YOLOv7 improved feature fusion in the neck 

by adopting the ELAN layer aggregation structure, optimizing gradient flow and 

feature processing efficiency [126]. YOLOv8 eliminated the anchor box 

mechanism, further enhancing speed [97]. YOLOv9 proposed the Generalized 

Efficient Layer Aggregation Network (GELAN) based on ELAN in the neck to 

improve feature fusion mechanisms [42]. YOLOv10 removed NMS in the head, 

significantly boosting model inference speed [127]. 

2.8 LITERATURE SUMMARY 

Despite the current feature extraction methods, such as AugFPN [107], which 

reduce information loss through residual feature enhancement, information loss 

remains when handling the highest-level feature maps. This information loss can 

lead to suboptimal precision in object detection, particularly for small-scale objects. 

Although the BDFPN [110] demonstrates excellent performance in multi-scale 

feature extraction, its complex structure also increases computational overhead, 

making it unsuitable for resource-constrained environments. While the MSF-YOLO 

[114] performs well on industrial datasets, its performance on other datasets still 

requires further validation. This indicates that the generality and robustness of 

current methods across different application scenarios need improvement. 

Although the ASEM [113] enhances feature fusion through atrous convolutions 

and attention mechanisms, fine-grained feature extraction still has room for 

improvement when dealing with highly complex or detail-rich images. Existing 

feature extraction methods still need to be improved in their feature representation 

capabilities and cannot fully capture all the information of the target objects. For 



instance, optimizing FPN based on YOLOv5 [101], which enhances feature 

representation capabilities by introducing self-attention mechanisms, still needs 

further enhancement in distinguishing objects within complex backgrounds. 

2.9 CHAPTER SUMMARY 

This chapter primarily provides a comprehensive analysis of current mainstream 

machine learning and deep learning research on plant disease detection, mainly 

focusing on object detection methods and multi-scale feature fusion. Machine 

learning offers strong interpretability but requires manual feature selection. In 

contrast, deep learning methods, such as the end-to-end YOLO detector, enable 

rapid FHB detection. However, the detection target is still at the scale of the wheat 

spike, preventing the extraction of detailed disease phenotypes. Multi-scale 

feature fusion mechanisms can capture multi-scale wheat spike features. 

Therefore, designing an object detection method specifically for spikelets can 

enhance detection performance and allow the extraction of more detailed FHB 

phenotypes. Chapter 3 presents the methods and materials for the detection of 

FHB using YOLO architecture and multi-scale feature fusion module. 

integrated RepBlocks into PANet, further enhancing model performance through 

re-parameterization modules [125]. YOLOv7 improved feature fusion in the neck 

by adopting the ELAN layer aggregation structure, optimizing gradient flow and 

feature processing efficiency [126]. YOLOv8 eliminated the anchor box 

mechanism, further enhancing speed [97]. YOLOv9 proposed the Generalized 

Efficient Layer Aggregation Network (GELAN) based on ELAN in the neck to 

improve feature fusion mechanisms [42]. YOLOv10 removed NMS in the head, 

significantly boosting model inference speed [127]. 



CHAPTER 3 – RESEARCH METHODOLOGY 

This chapter introduces the research methods employed in this study to achieve 

the aim of the study. The object detection model framework, the proposed module, 

performance evaluation metrics, research data and materials used for experiments 

are presented. 

3.1 RESEARCH DESIGN 

Figure 3: Research Design 

Figure 3 shows that this study employs the positivism philosophy and deductive 

approach [128]. Positivism Philosophy is chosen because this study is highly 

quantitative, relies on data, experiments, and statistical analysis, and emphasizes 

objective measurements [129]. The deductive approach is used because the study 

builds on existing theories and frameworks of deep learning and object detection 

algorithms. The deductive approach is appropriate as experiments are designed, 

and data are collected using annotated image datasets to train and test the 

models, validating the effectiveness of the proposed object detection model for 

detecting FHB on wheat spikelets [17]. The algorithm learns the relationship 

between disease features and labels from specific instances of FHB in wheat 

images for disease detection [130]. 



The research strategy is experiment-based. To ensure the algorithm’s accuracy 

and robustness, the RGB wheat images must be processed through experiments 

to train, validate, and test the model [17]. Moreover, the model’s performance is 

evaluated using assessment metrics in experiments to ensure the effectiveness 

and reliability of the algorithm in detecting FHB in wheat [131]. 

This study adopts a mixed-methods approach, combining quantitative and 

qualitative methods commonly used in the current field of plant detection [19, 25, 

26, 102]. Object detection algorithms can identify and indicate regions impacted by 

FHB in images, thereby facilitating the quantification of the disease by calculating 

the number of infected areas [25]. The object detection algorithm assists in 

quantifying the severity of FHB by determining the percentage of diseased 

spikelets in the wheat ear [19]. Furthermore, the model’s accuracy and reliability 

are validated using quantitative metrics, including Precision, Recall, Average 

Precision (AP), Mean Average Precision at IoU threshold 0.5 (mAP@0.5), and the 

F1 score. These metrics have become standard evaluation tools in object 

detection [132-134], widely applied across various studies to validate models’ 

accuracy, stability, and real-world applicability. 

The image data analysis in this study enables the identification of diseased 

regions and the detection of specific features of FHB seen in the photos, such as 

discoloration and mold patches [13]. The presence of FHB is identified and 

confirmed by these characteristic features, which are essential for qualitative 

assessment [135]. The object detection algorithm visually represents the location 

and extent of the disease by drawing bounding outlines on the images, thereby 

facilitating the qualitative evaluation of the disease through the visual expression 

of the image data [136]. 

In order to identify and classify wheat spikelets infected with FHB, this 

study implemented a cross-sectional time horizon, utilizing RGB images acquired 

during the flowering stage. Data collection was conducted at a single point during 

the flowering period of the wheat crops, as this is the critical period when FHB 

symptoms are most apparent, thereby enabling more precise measurements [137]. 



3.2 RESEARCH MODEL 

This section introduces the research model architecture utilizing YOLOv9 and 

outlines the organizational structure of its primary components for the detection of 

FHB in wheat spikelets. 

3.2.1 Proposed Architecture 

Figure 4: Proposed Model Architecture 

The YOLO-based architecture comprises a backbone, bottleneck, and head 

elements. As illustrated in Figure 4, the backbone module is composed of 

convolutional layers, RepNCSPELAN, Adown, and Spatial Pyramid Pooling Fast 

(SPPF). The bottleneck module comprises convolutional layers, up-sampling, 

MSFEF, DWConv layers, and RepC3. The head module integrates object features 

of large, medium, and small scales through convolutional layers. 

The Spatial Pyramid Pooling Fast (SPPF) is initially used at the end of backbone, 

and a 1×1 convolutional layer is then employed in the bottleneck to integrate the 

channels of the features extracted by the backbone. The concatenation follows 

three repetitions of RepNCSPELAN aggregating multi-leveled deep features, then 

integrated using a 1×1 convolutional layer. Subsequently, the MSFEF is used to 

supplement and dynamically enhance multi-scale features, fused with feature 



maps from the previous RepNCSPELAN aggregations. Considering the increase 

in parameter count, DWConv is used to reduce computational costs. 

The bottleneck harmonizes feature scale and resolution differences, combining 

deep, semantically rich features with shallow, spatially detailed features. The 

MSFEF module ensures that features at different scales are dynamically 

enhanced, providing the network with robustness against changes in object size 

and complex backgrounds, which is crucial for detecting wheat spikelets 

appearing at various scales and distances from the camera, and also enhances 

the model’s ability to locate spikelets against complex backgrounds. The network 

maintains a rich hierarchy of cross-scale features without excessively increasing 

computational costs. 

In proposed network, the RepNCSPELAN module initially splits the feature map 

into two parts. One part is directly linked to the output through residual 

connections, while the other part undergoes further feature extraction and fusion 

operations, subsequently combines the RepNCSP and a 3×3 convolutional layer 

to extract features progressively. Finally, a 1 × 1 convolutional layer adjusts the 

channels and integrates the feature information. The module achieves 

parameterization through the components RepConv and RepNCSP. RepNCSP is 

an expansion of the traditional CSP structure, as shown in Figure 4, where the 

original bottleneck structure is replaced with the Repbottleneck, and the 

conventional convolutional layer typically found in the first layer of the bottleneck is 

substituted with a RepConv layer. 

The Generalized Efficient Layer Aggregation Network (GELAN) in RepNCSPELAN 

is a highly efficient aggregation structure that integrates CSPNet and ELAN [42]. 

GELAN balances the computational complexity of the dense architecture with the 

computational efficiency of CSPNet’s feature separation and fusion, optimizing 

gradient flow through layer-by-layer feature accumulation and merging across 

various blocks, culminating in a design that is both light-weight and rich in feature 

representation. 



In feature processing sequence shown in Figure 4, the Adown module first 

performs non-padded average pooling to reduce the size of the feature map while 

preserving features. The feature map is then evenly split along the channel axis, 

with one part undergoing feature extraction through a 3 × 3 convolutional layer, 

while the other part processed through 3×3 maximum pooling, followed by a 1×1 

convolution to adjust channels and integrate features. Ultimately, the two parts of 

the feature map are concatenated along the channel dimension for feature fusion, 

which enhances the model’s feature sensitivity by combining average and 

maximum pooling operations without increasing the computational burden. 

The Spatial Pyramid Pooling Fast (SPPF) is a variant of the Spatial Pyramid 

Pooling (SPP) module [138], where the processing begins with a 1×1 convolution 

layer followed by three serially executed maximum pooling layers. The output 

feature maps from each layer are concatenated, and the sequence concludes with 

another 1×1 convolution layer, which simplifies the original SPP, streamlining the 

architecture by employing a fixed-size single pooling kernel instead of multiple 

sizes. Unlike the parallel execution of three maximum pooling blocks in the original 

SPP, SPPF preserves historical feature information, enhancing feature interaction. 

Thus, SPPF operates faster than the original SPP. 

Depth-wise separable convolution operations are divided into two sequential steps: 

depth-wise convolution and point-wise convolution [139]. Depth-wise convolution 

is performed per channel, using one or more channel groups, which splits the 

feature map into several sub-channels, allowing each convolution kernel to extract 

local details from the feature map. Channel expansion of each kernel is specific to 

certain channels, significantly reducing the number of parameters and simplifying 

the convolution process. However, depth-wise convolution only considers the 

feature information of individual channels and fails to capture the complex 

relationships between different channels, resulting in output feature maps that lack 

multi-channel dimension correlation. A 1 × 1 standard convolution is used to 

process the feature maps after depth-wise convolution, achieving more effective 

integration of features. 



The RepC3 module replaces the bottleneck module by stacking the RepConv 

layers [140]. RepConv is designed into two-branch convolutional structure with a 

3 × 3 convolution that learns spatial features and a 1 × 1 convolution that adjusts 

channels. RepConv merges two branches during the deployment and inference 

phase to reduce computational complexity, which simplifies the model by 

calculating biases and using equivalent convolution kernels for replacement. As 

shown in Figure 4, the RepC3 concludes with a 1×1 convolutional layer that alters 

channels and adjusts the merged features. 

3.2.2 Proposed MSFEF Module 

Figure 5: MSFEF Module 

Due to the loss of feature details in deep convolutional layers, the subtle 

differences between wheat spikelets are difficult to be distinguished. The MSFEF 

module, inspired by the methodologies in [141], balances the simplification of 

computation and feature fusion by extracting features from only some channels 

while enhancing the interaction between different scale feature information. As 

illustrated in Figure 5, The module utilizes multi-scale feature extraction to 

enhance the spatial and semantic information of spike images, improving the 

model’s ability to distinguish between infected spikelets and complex backgrounds. 

During the feature extraction, the generated feature maps across different 

channels exhibit high similarity, resulting in substantial redundancy, which 

consumes computational resources and hampers efficient feature extraction. By 

randomly selecting certain channels for conventional convolution while leaving the 



rest unprocessed, the design of partial convolution reduces redundant feature 

computations and lowers memory access, significantly reducing floating-point 

operations (FLOPs). The principle of dynamic feature-weighted enhancement is 

illustrated in Equation 3.1 and 3.2. 
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Where �� represents the weight maps of features at different scales, �� 

represents convolution kernels of various sizes, �퐶� 
represents the feature map 

processed through convolution. 
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Where �� represents the weight maps of features at different scales, �� 
represents convolution kernels of various sizes, Y is the output feature of the 

module, �퐶� 
represents the feature map processed through convolution, and 

�퐶� 
represents the unprocessed original feature map. � denotes a sigmoid 

operation that determines the weights of features at different scales, ensuring that 

feature weights lie between 0 and 1. The ⨀ denotes an element-wise 

multiplication operation. 

The MSFEF module first sets a channel ratio for the input features, randomly 

splitting the channels into a portion with 퐶� channels for subsequent processing 

and another portion as 퐶� channels of unprocessed original feature maps. The 

sum of 퐶� and 퐶� equals the total number of input channels C. The module 

dynamically adjusts the weights of features at different levels through a sigmoid 

function and then performs a weighted fusion to produce dynamically enhanced 

output features. 



To maintain a light-weight design while handling complex features and further 

enhancing multi-scale feature representation, the design incorporates two 1 × 1 

convolution layers, which introduces residual connections to form an inverse 

residual block, increasing the channel capacity at intermediate layers to boost 

feature extraction capabilities. 

3.3 RESEARCH DATA ANALYSIS AND EVALUATION METRICS 

This section primarily presents the analysis of experimental results related to 

Fusarium Head Blight detection and the evaluation metrics for the algorithms. 

3.3.1 Data Analysis 

The diseased spikelet rate (DSR) refers to the proportion of infected spikelets in a 

single wheat spike. Measuring the disease spikelets rate in samples of different 

wheat varieties or treatment groups allows for assessing their FHB resistance. The 

calculation of DSR is defined as in Equation 3.3. 

퐷�푠푒�푠푒怀 푠���푒�푒�푠 푟��푒 = 푁�푚�푒푟 표� 怀�푠푒�푠푒怀 푠���푒�푒�푠 × 100% 
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3.3 

The diseased spikelet rate assesses the severity level of the disease according to 

the Chinese Agricultural Industry Standard: NY/T 1443.4-2007 published by the 

Ministry of Agriculture of China, which is classified into five levels as follows: Level 

0: No infected spikelets (DSR = 0%); Level 1: Sparse occurrence of infected 

spikelets (DSR ≤ 25%); Level 2: (25.0% ≤ DSR ≤ 50.0%); Level 3: (51.1% ≤ 

DSR ≤ 75.0%); Level 4: (DSR ≥ 75%). 

The statistical indicators used for comparing model prediction results with manual 

counting results include �2 , Root Mean Square Error (RMSE), and Relative Root 

Mean Square Error (rRMSE) [142], as shown in Equations 3.4, 3.5, and 3.6. 
RMSE is a commonly used evaluation metric in this study to quantify the 

difference between the model's disease phenotype predictions and manual 

observations [143]. rRMSE, the relative form of RMSE, normalizes RMSE by 

dividing it by the mean of the actual observations, providing a dimensionless error 

measure [144]. 
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Where n represents the number of test samples, �� represents the disease 

severity statistically manually, �� represents the disease severity calculated 

automatically, and �� represents the mean of ��. 

The �2 value can measure the degree of fit between the model’s predicted values 

and the manually recorded values. A high �2 indicates that the model can 

accurately predict the diseased spikelet rate, reflecting the model’s superiority in 

quantitatively assessing disease severity. A low RMSE value indicates that the 

model’s predictions for the diseased spikelet rate are very close to the actual 

values obtained from manual counts, with minimal error, thus providing a more 

reliable assessment of the disease resistance of different wheat varieties or 

treatment groups. The rRMSE can measure the proportion of the model’s 

prediction error relative to the actual values, and low rRMSE value indicates that 

the model has a small prediction error when estimating the diseased spikelet rate, 

with the predicted results highly consistent with the actual situation, making it 

suitable for comparison under different levels of disease severity. 

3.3.2 Evaluation Metrics 

The FHB spikelets detection employs evaluation metrics including Precision, 

Recall, AP, mAP@0.5, and F1, as illustrated in Equations 3.8 - 3.12. Before 

introducing the precision, the Intersection-over-Union (IoU) refers to the ratio of 

the intersection and union areas of the ground-truth bounding box and the 

predicted bounding box, which is an indicator used to measure the overlap 

between two boxes, determining positive samples and assessing the accuracy of 

object localization, as defined in Equation 3.7. 

� �푟푒怀���푒怀 �표� ∩ 퐺푇 퐵표� �표� = 
� �푟푒怀���푒怀 �표� ∪ 퐺푇 퐵표� 

3.7 



Where S denotes the area of the bounding box, when the match between the 

predicted box and the actual box exceeds the IoU threshold, the predicted box is 

retained. 

�푟푒��푠�표� = 
푇� 

푇� 

+퐹� 
× 100% 3.8 

Precision indicates the proportion of instances predicted as diseased spikelets by 

the diseased spikelets model. High precision means the model’s predictions for 

diseased spikelets are highly accurate, with few false positives. Specifically, True 

Positive (TP) refers to instances correctly classified as positive samples, 

representing instances where the model accurately predicts and localizes healthy 

and diseased spikelets. False Positive (FP) refers to the number of instances 

incorrectly classified or predicted with an IoU below the threshold with the GT, 

including instances where spikelets are incorrectly predicted or inaccurately 

located, for instance, the objects of background are mistakenly predicted as 

healthy or diseased spikelets. 

�푒���� = 푇� × 100% 3.9 푇� +퐹푁 

Recall represents the proportion of actual diseased spikelets that the model 

correctly detects. High recall indicates that the model can detect most diseased 

spikelets with few false negatives. FN (False Negative) refers to instances 

incorrectly classified as negative samples, such as the GT is diseased or healthy 

spikelets but predicted as background. 

퐴� = �0
1 � � 怀� 3.10 

Average Precision (AP) is defined as in Equation (6), representing the PR curve 

for each class. 

푚퐴� = 
� 

1 ���=1 퐴� � 3.11 

The mean Average Precision (mAP) refers to the mean of the sum of Aps across 

each class, used to evaluate the performance of object detection algorithms, is 

one of the most widely used evaluation metrics [145], where k represents the total 

number of classes, and i refers to the current class, with the default IoU threshold 

set to 0.50, indicating successful detection of objects at this threshold. 



The Average Precision and mean Average Precision consider the model’s 

performance at different IoU thresholds. They are used to evaluate the model’s 

overall performance across multiple categories, such as varying degrees of 

disease severity in spikelets. A high mAP value means the model performs well 

across all categories, accurately identifying and localizing various diseased 

spikelets. 

2 × �푟푒��푠�표� × �푒���� 퐹1 = 
�푟푒��푠�표� + �푒���� 

× 100% 3.12 

F1 calculates the harmonic mean of precision and recall, comprehensively 

evaluating model performance for detecting diseased and healthy spikelets. 

1000 퐹�� = � 3.13 

In this study, FPS (Frames Per Second) indicates the number of image frames 

that the spikelet object detection algorithm can process per second. A higher FPS 

implies a more robust real-time detection capability and faster detection speed of 

the model. The specific calculation method is shown in Equation 3.13, where ttt 

represents the time required to process and predict each image, measured in 

milliseconds. 

퐺퐹���푠 = 퐹���푠 3.14 
1×109 

The calculation method for GFLOPs is shown in Equation 3.14. FLOPs are 

computed by invoking the Thop library, including the floating-point operations of 

convolutional, linear, and batch normalization layers. GFLOPs represent billions of 

floating-point operations per second and are an essential metric for assessing the 

computational complexity of YOLO-based models in this study. Higher GFLOPs 

usually indicate higher model complexity and greater computational resource 

consumption. 

3.4 RESEARCH MATERIALS 

This section mainly introduces the sources and details of data collection for the 

experiments, as well as the software and hardware configurations utilized in the 

experiments. 



3.4.1 Research Data 

The data source originates from inoculation experiments conducted on wheat 

spikes during the flowering phase, with investigations and image captures 

performed 21 days post-experiment. Image acquisition was done using an iPhone 

13, utilizing its wide-angle camera (ISO sensitivity 40, focal length 26mm, aperture 

f1.6). During shooting, the phone was kept parallel to the spikes, with a distance 

between 15-25 cm, considering the significant variance in growth stages and 

disease resistance across different wheat varieties. 

The phenotypic disparity between healthy and diseased spikelets is minimal, and 

given the complexity of data collection environments in practical applications, to 

enhance the generalization capability of the subsequent model training, variations 

were introduced in aspects such as illumination intensity, shooting distance, 

background, and the growth state of the wheat selected for photography. For each 

spike, images of both the front and rear sides (rotated 180 degrees) were captured, 

with each image having a resolution of 3024 × 4032 pixels and stored in JPEG 

format. Each image contains a single spike, and to ensure data quality, images 

that were blurred or had spikelets severely obstructed by awns, making it difficult 

to assess disease presence, were excluded. After selection, 620 wheat FHB 

images from 310 spikes were obtained for the dataset construction. The data 

collection and construction process were conducted in strict accordance with the 

guidelines and requirements outlined in Appendices： APPENDIX A – ETHICS 

FORM, ensuring full compliance with academic ethical standards. 

3.4.2 Software and Hardware 

The LabelImg software (https://github.com/ tzutalin/labelImg.) was employed for 

manual annotation of the spikelets in the images as either diseased or healthy. 

The experimental environment operates on a Linux server with an x86_64 

architecture (v6.2.0), and running the Ubuntu operating system (v12.2.0), with 

single video card of GeForce RTX 4090 with 24GB memory (Nvidia AD102). 

3.5 CHAPTER SUMMARY 

https://github.com


This chapter presents the research methods employed to achieve the study’s 

objectives, focusing on the object detection model framework, the proposed 

MSFEF module, performance evaluation metrics, research data, and materials 

used for experiments. The research methodology combines quantitative and 

qualitative methods to locate and quantify FHB-infected areas in wheat spikes. 

The study uses a mixed-methods approach and an inductive methodology based 

on fully supervised learning. An experiment-based strategy is adopted to train, 

validate, and test the model using RGB wheat images. The chapter details the 

proposed YOLOv9-based network architecture and its components, emphasizing 

the integration of modules like SPPF and GELAN to enhance feature extraction 

and aggregation while maintaining computational efficiency. Data analysis 

involves calculating DSR and using evaluation metrics including �2 , RMSE, and 

rRMSE for performance comparison. The chapter concludes by outlining the 

experimental setup, including the data collection process and the hardware and 

software configurations used. Chapter 4 presents and analyzes the experimental 

results, comparing them with state-of-the-art models using the defined evaluation 

metrics. 



CHAPTER 4 – EXPERIMENTS AND RESULTS 
ANALYSIS 

This chapter primarily introduces the basic configurations and parameter 

selections for training, validating, and testing the proposed model. It then 

comprehensively compares the performance and complexity of the proposed 

model with current state-of-the-art (SOTA) models. Additionally, it compares the 

performance of different component combinations within the proposed model and 

validates the effectiveness and generality of the proposed MSFEF module on 

various YOLO detectors. This chapter also presents the feature distribution and 

final prediction results during the image processing through visualizations. 

Furthermore, it performs correlation and regression analyses on the extracted 

phenotypes. 

4.1 EXPERIMENT SETUP 

The experiment utilized several essential libraries to build, train, and evaluate the 

proposed model. The primary programming language was Python 3.8. The core 

deep learning framework used was PyTorch (V1.9.0) and Torchvision (V0.10.0) for 

handling image transformations and model utilities. Additional libraries were 

utilized, such as Albumentations (V1.0.3) for advanced data augmentations, 

Pandas (V1.1.4) and Seaborn (V0.11.0) for data handling and visualization, 

Matplotlib (V3.2.2) for plotting, Numpy (V1.18.5) for numerical operations, 

OpenCV (V4.1.1) for image processing, and Thop (V0.1.1) for FLOPs computation. 

The dataset consisted of 620 images annotated using LabelImg to generate 

Pascal VOC format annotations (XML files). These were converted to YOLO 

format (TXT files) for model training. 496 training images, 62 validation images, 

and 62 testing images were obtained by dividing the dataset into training, 

validation, and testing sets in an 8:1:1 ratio. The annotations comprised two 

categories: "h" for healthy spikelets and "d" for diseased spikelets. 

Various metrics, such as Precision, Recall, APh, APd, mAP, F1 Score, Parameters, 

GFLOPs, and FPS, were employed to evaluate the model's performance. The 



network architecture was configured following the scaling pattern of YOLOv5-S 

[146] by utilizing a YAML file. The depth and width scaling parameters were set to 

0.33 and 0.50, respectively. The base model utilized was the GELAN structure 

from the YOLOv9 algorithm [42]. The fine-tuning of the model was performed 

using pre-trained weights obtained from the COCO dataset. The trials were set up 

for 150 epochs to mitigate overfitting, using a batch size of 8 and 8 workers. The 

model underwent training to identify two categories of spikelets: healthy and 

diseased. Moreover, various data augmentation techniques were implemented to 

improve the robustness of the model during the training process, which was 

executed using the train.py script. These augmentations encompassed random 

perspective transformations, copy-paste, cutout, and mix-up [147]. 

4.2 RESULTS AND ANALYSIS 

The proposed model and current SOTA YOLO detectors are this section's primary 

focus, providing a comprehensive performance comparison. Furthermore, the 

proposed model's performance was compared under various loss functions. The 

optimal module combination was determined by conducting performance 

comparisons of various module combinations within the proposed model 

architecture. A comparison of the performance of the proposed MSFEF module 

across various detectors was conducted to verify its generality. In addition, visual 

analysis was implemented to evaluate the outcomes of feature processing and 

prediction. Lastly, regression and correlation analyses assessed the extracted 

phenotypes for accuracy. 

4.2.1 Model Performance 

The efficacy of the proposed model is evaluated in comparison to a variety of 

YOLO architecture versions, as illustrated in Table 4.1. Current SOTA detectors 

were tested in a comprehensive comparison with the proposed model. Precision, 

recall, APh, APd, mAP, F1 score, the number of parameters, GFLOPs, and FPS 

were the evaluation metrics applied for comparison. APh denotes the average 

precision for healthy spikelets, while APd represents the average precision for 

diseased spikelets. 

https://train.py


Table 4.1: Model Performance Comparison 

Model 
Precision Recall APh APd mAP 

F1↑ 
Parameters 

GFLOPs↓ FPS↑ 
(%) ↑ (%) ↑ (%) ↑ (%) ↑ (%) ↑ (M) ↓ 

YOLOv3 [122] 77.1 84.9 86.8 88.9 87.8 80.8 103.7 282.2 110 

YOLOv5-S [124] 87.5 82.7 83.8 89.4 86.6 85.0 7.0 15.8 47 

YOLOv6 [125] 77.3 83.4 87.3 86.5 86.9 80.2 4.23 11.8 145 

YOLOv7 [126] 81.4 75.6 82.8 87.4 85.1 78.4 36.5 103.2 135 

YOLOv7-Tiny [126] 79.6 77.5 78.9 87.2 83.1 78.5 6.0 13.0 243 

YOLOX-S [148] 86.1 81.2 86.7 89.6 88.1 83.5 8.9 26.8 36 

YOLOv8-S-Ghost [149] 85.0 81.9 88.5 86.9 87.7 83.4 5.9 16.1 62 

YOLOv8-S [149] 84.0 82.4 88.2 88.0 88.1 83.2 11.1 28.4 58 

RT-DETR-L [150] 88.0 87.1 91.2 88.4 89.8 87.5 32.0 103.4 29 

YOLOv9-C [42] 85.2 83.6 87.2 92.1 89.6 84.4 25.3 102.3 40 

GELAN-C [42] 88.4 86.2 88.3 91.2 89.8 87.3 25.4 102.5 192 

YOLOv10-S [127] 82.4 84.8 88.9 90.0 89.5 83.6 8.2 25.3 97 

Proposed Model-CIoU 85.6 82.7 89.2 92.0 90.6 84.1 6.7 29.4 294 

(Note - To visually distinguish performance, the top-3 values are highlighted in red, green, and blue 

respectively. The metrics are labeled with up arrows to indicate that higher values are indicative of more 

robust performance, while down arrows indicate that lower values demonstrate superior performance.) 

The GELAN-C model obtained the highest precision of 88.4% among the 

evaluated models, illustrating its effective architecture and robust feature 

extraction. The efficiency of the RT-DETR-L model in object detection tasks is 

illustrated by its high APh of 91.2% and its highest recall of 87.1%. Furthermore, 

RT-DETR-L achieved the maximum F1 score of 87.5%, underscoring its balanced 

precision and recall performance. The YOLOv9-C model was distinguished by its 

mAP of 89.6% and the maximum APd of 92.1%, which are indicative of its 

advanced architectural enhancements and optimization for various detection 

scenarios. 

The proposed model is highly suitable for real-time applications due to its 

exceptional FPS of 294. This high FPS indicates the model’s optimized design, 

balancing computational efficiency and complexity optimally. Conversely, the 

models demonstrating the lowest performance in each metric were also identified. 

The YOLOv6 model achieved a lower precision of 77.3% and APd of 86.5%, which 

can be attributed to its restricted feature extraction capabilities resulting from fewer 

parameters. The YOLOv7 model demonstrated the lowest recall rate of 75.6% and 

F1 score of 78.4%, suggesting difficulties in reliably identifying objects under 



different parameters. YOLOv7-Tiny achieved the lowest mAP of 83.1% and APh of 

78.9% but achieved shorter inference times by reducing the model complexity. 

The RT-DETR-L model exhibited the lowest FPS value of 29, attributed to its 

computational burden despite its superb detection capabilities. 

The proposed model shows its superior real-time performance with the highest 

FPS, and robust detection capabilities across multiple metrics. The GELAN-C and 

RT-DETR-L models also demonstrated strong performance, making them suitable 

for high-precision and high-recall applications. 

4.2.2 Effect of Loss Function on Proposed Model 

The definitions of the metrics, arrows, and colour labels used in Table 4.2 are 

consistent with those used in the preceding Section 4.2.1. Specifically, the loss 

function does not alter the model’s parameter count or floating-point operations, 

but it does impact the model’s inference speed. Hence, only the FPS evaluation 

metric has been introduced. Table 4.2 compares different loss functions—GIoU, 

DIoU, CIoU, EIoU, and SIoU—applied within the proposed models. The results 

demonstrate varying performance across different metrics for each loss function. 

Table 4.2: Performance Comparisons on Loss Function 

Loss Function Precision (%) ↑ Recall (%) ↑ APh (%) ↑ APd (%) ↑ mAP (%) ↑ F1↑ FPS↑ 

Proposed Model-DIoU [151] 82.8 77.5 86.3 89.8 88.1 80.1 370 

Proposed Model-EIoU [152] 85.1 83.7 87.8 92.4 90.1 84.4 286 

Proposed Model-GIoU [153] 85.7 82.7 85.5 92.6 89.0 84.2 256 

Proposed Model-SIoU [154] 86.3 82.1 85.7 92.8 89.3 84.1 25 

Proposed Model-CIoU [151] 85.6 82.7 89.2 92.0 90.6 84.1 294 

(Note - To visually distinguish performance, the top-3 values are highlighted in red, green, and blue 

respectively. The metrics are labeled with up arrows to indicate that higher values are indicative of more 

robust performance, while down arrows indicate that lower values demonstrate superior performance.) 

Regarding Precision, the top three performing loss functions are SIoU at 86.3%, 

GIoU at 85.7%, and CIoU at 85.6%. SIoU, with its unique incorporation of angle, 

distance, shape, and IoU cost, effectively reduces false positives, thereby 

enhancing the alignment precision between predicted and ground truth bounding 

boxes. Conversely, while GIoU measures geometric discrepancies through the 

area of the smallest enclosing convex hull, its Precision lags slightly behind CIoU 

and SIoU, potentially due to its slower gradient updates, particularly in cases 

where the bounding boxes do not overlap. 



For Recall metric, EIoU achieves the highest performance at 83.7%, followed by 

GIoU and CIoU at 82.7%, with SIoU ranking third at 82.1%. EIoU builds on CIoU 

by further optimizing the separate aspect ratio differences and processes width 

and height discrepancies, leading to more efficient regression and, consequently, 

higher recall rates. Although GIoU and CIoU also consider geometric factors, they 

do not enhance recall as effectively as EIoU in more complex scenarios. 

For AP of Healthy Spikelets, the top performers are CIoU at 89.2%, EIoU at 87.8%, 

and DIoU at 86.3%. CIoU’s introduction of aspect ratio consistency significantly 

improves the accuracy of bounding box regression, resulting in the highest AP 

values in this context. EIoU follows closely, further refining the matching of 

predicted and target boxes through its detailed treatment of width and height 

differences. DIoU, by accelerating model convergence, also achieves robust 

performance in the AP of healthy spikelets. In the AP of Diseased Spikelets, the 

best-performing loss functions are SIoU at 92.8%, GIoU at 92.6%, and EIoU at 

92.4%. SIoU excels due to its meticulous control over multiple cost components, 

especially the angle cost, which enables the predicted box to converge more 

rapidly to the optimal position. 

Regarding mAP (Mean Average Precision), CIoU at 90.6%, EIoU at 90.1%, and 

SIoU at 89.3% are the top performers. CIoU’s balanced approach puts it at the 

forefront of mAP performance. EIoU, through its detailed handling of aspect ratio 

discrepancies, further enhances overall model precision, while SIoU improves 

convergence speed and accuracy through directional control. In the F1 score, 

EIoU at 84.4% and GIoU at 84.2% exhibit the best performance, with SIoU and 

CIoU tying for third place at 84.1%. The superior balance of Precision and recall in 

EIoU and GIoU leads to strong F1 scores, reflecting their effectiveness in correct 

identification and minimizing false detections. 

Finally, regarding FPS (Frames Per Second), DIoU, EIoU, and CIoU stand out, 

with DIoU achieving a remarkable 370 FPS, which indicates that DIoU’s 

straightforward and efficient calculation of center point distance significantly 

accelerates model inference speed. At the same time, EIoU and CIoU also 



maintain high inference efficiency. However, SIoU shows the poorest performance 

in FPS, with only 25 FPS, which likely results from the increased computational 

complexity introduced by multiple cost components, leading to a significant 

reduction in inference speed. Therefore, although SIoU excels in Precision and 

mAP, it may not suit applications requiring high real-time performance. 

4.2.3 Module Performance of Proposed Model 

This section delves into the performance evaluation of the proposed model's 

individual modules. Understanding how each module contributes to the overall 

model performance is crucial for identifying the strengths and potential limitations 

of the architectural design. 

Table 4.3: Performance of The Proposed Model with Different Modules 

DWConv MSFEF SPPF RepC3 APh (%) ↑ APd (%) ↑ mAP (%) ↑ Parameters(M) ↓ 

√ 84.3 87.1 85.7 4.6 

√ 86.4 92.1 89.2 7.2 

√ √ 85.0 89.4 87.2 6.7 

√ √ 86.3 92.0 89.1 4.9 

√ √ √ 87.2 92.4 89.8 6.9 

√ √ √ √ 88.2 92.4 90.3 6.7 

(Note - To visually distinguish performance, the top-3 values are highlighted in red, green, and blue 

respectively. The metrics are labeled with up arrows to indicate that higher values are indicative of more 

robust performance, while down arrows indicate that lower values demonstrate superior performance.) 

In Table 4.3, the performance of the proposed model is systematically compared 

with different module combinations. It highlights the impacts of integrating various 

modules like Depth-Wise Convolution (DWConv), Spatial Pyramid Pooling Fast 

(SPPF), RepC3, and the proposed Multi-Scale Feature Enhancement and Fusion 

(MSFEF) on key performance metrics such as AP for healthy and diseased 

spikelets, mAP, and the number of parameters. 

The baseline model, which exclusively incorporates DWConv, exhibits a mAP of 

85.7% with a parameter count of 4.6 million. Though there is potential for 

improvement, especially in managing diseased spikelets, this setup provides a 

respectable mix between accuracy and model complexity with APh of 84.3% and 

APd of 87.1%. 



Significant enhancements are achieved by incorporating the MSFEF module into 

the baseline. The mAP experiences a 3.5% increase, from 85.7% to 89.2%. 

Increases in APh to 86.4% and APd to 92.1% are the main drivers of this 

improvement. The efficacy of MSFEF in improving multi-scale feature extraction is 

underscored by these gains, which allow the model to capture shifts in spikelet 

conditions more accurately. Nevertheless, this is greeted with an increase in 

parameters from 4.6M to 7.2M, which suggests a compromise between the 

performance and the complexity of the model. 

The mAP is 87.2% when the MSFEF module is added with RepC3, while APh and 

APd are 85.0% and 89.4%, respectively. Although this configuration enhances the 

baseline, the advances are less significant than those achieved by incorporating 

MSFEF alone. In contrast to the configuration with MSFEF, the parameter count in 

this case is 6.7M, indicating that RepC3 contributes to performance enhancement 

while adding less complexity. 

The combination of MSFEF and SPPF results in additional enhancements, 

including a mAP of 89.8%, APh at 87.2%, and APd at 92.4%. Feature extraction 

across scales is improved, and spatial hierarchies are preserved in this 

configuration, which capitalizes on the assets of both modules. Nevertheless, the 

number of parameters climbs to 6.9 million, representing a modest increase. The 

introduction of DWConv, designed to reduce parameters, effectively reduces the 

count to 4.9M when used in conjunction with SPPF. On the other hand, the mAP 

of 89.1% is marginally lower than that of MSFEF alone, but it remains above the 

baseline. Although it compromises some accuracy, especially in APh, this 

decrease in model size makes it a preferable option when computing efficiency is 

desired. 

The final configuration, which integrates DWConv, SPPF, and RepC3, obtains the 

highest mAP of 90.3%, with APh at 88.2% and APd at 92.4%. With a parameter 

count of 6.7 million, this setup is efficient, considering its excellent performance. In 

order to optimize feature extraction and computational demands, this configuration 



strikes a balance between accuracy and model complexity by utilizing the assets 

of all modules. 

The performance of the proposed model can be substantially improved through 

the strategic integration of modules. By enhancing multi-scale feature extraction, 

the MSFEF module offers considerable improvements in mAP, while SPPF 

improves the model's capacity to manage spatial hierarchies. RepC3 is a valuable 

module for optimizing computational efficiency despite the minor trade-off in 

accuracy that occurs when the parameter count is reduced. 

4.2.4 Effect of Proposed MSFEF Module 

In Table 4.4, the performance of various detectors was compared before and after 

applying the proposed MSFEF module across four distinct groups: YOLOv7, 

YOLOv8-S, GELAN-C, and GELAN-S. These comparisons emphasize the broad 

applicability and benefits of the MSFEF module across different networks. 

Table 4.4: MSFEF Module Performance 

Model 
Precision Recall APh APd mAP 

F1↑ 
Parameters 

GFLOPs↓ 
(%) ↑ (%) ↑ (%) ↑ (%) ↑ (%) ↑ (M) ↓ 

YOLOv7 [126] 81.4 75.6 82.8 87.4 85.1 78.4 36.5 103.2 

YOLOv7-MSFEF 78.6 80.5 80.5 89.7 85.1 79.5 54.5 211.0 

YOLOv8-S [149] 84.0 82.4 88.2 88.0 88.1 83.2 11.1 28.4 

YOLOv8-S-MSFEF 84.5 83.7 89.4 88.0 88.7 84.1 11.9 32.5 

GELAN-C [42] 88.4 86.2 88.3 91.2 89.8 87.3 25.4 102.5 

GELAN-C-MSFEF 86.5 84.7 90.9 92.7 91.8 85.5 28.4 116.2 

GELAN-S [42] 84.7 81.7 87.4 89.8 88.6 83.1 6.7 26.7 

GELAN-S-MSFEF 84.1 84.0 88.0 92.7 90.4 84.0 7.4 30.0 

(Note - Values in Bold font indicates better performance in this metric. The metrics are labeled with up arrows 

to indicate that higher values are indicative of more robust performance, while down arrows indicate that lower 

values demonstrate superior performance.) 

As shown in Table 4.4, the introduction of the MSFEF module in YOLOv7 led to a 

noticeable improvement in Recall, increasing from 75.6% to 80.5%, which 

indicates that MSFEF effectively enhances the model’s ability to capture more 

relevant objects, especially in simpler models like YOLOv7. However, Precision 

saw a slight decrease from 81.4% to 78.6%, suggesting that while MSFEF 

improves Recall, it might introduce some trade-offs in terms of Precision in this 

particular model. The mAP remained stable at 85.1%, showing that the MSFEF 



module effectively balanced the Precision and Recall improvements. Additionally, 

the AP for Diseased Spikelets increased from 87.4% to 89.7%, further supporting 

the module’s ability to improve detection accuracy for specific object categories. 

By implementing the MSFEF module, the YOLOv8-S model showed 

enhancements in most measures, although the extent of the effects varied. 

Precision experienced a slight increase from 84.0% to 84.5%, while Recall 

displayed a more substantial improvement from 82.4% to 83.7%. This 

enhancement resulted in a rise in mAP from 88.1% to 88.7%, which illustrates that 

the MSFEF module improves the detection accuracy and the overall balance 

between Precision and Recall in more advanced models such as YOLOv8-S. The 

AP for Healthy Spikelets also increased from 88.2% to 89.4%, demonstrating the 

efficacy of MSFEF in managing healthy spikelet classifications. 

The MSFEF module significantly enhanced most metrics within the GELAN-C 

group. Despite a slight decrease in Precision from 88.4% to 86.5%, the MSFEF 

module is notably effective in improving the performance of more complex models 

like GELAN-C, as evidenced by a rise in mAP from 89.8% to 91.8%. Notably, the 

AP for Healthy Spikelets and Diseased Spikelets experienced substantial 

increases, rising from 88.3% to 90.9% and 91.2% to 92.7%, respectively. 

The MSFEF module also had a positive impact on the GELAN-S. The precision 

rate had a marginal decline from 84.7% to 84.1%, but the recall rate increased 

from 81.7% to 84.0%, resulting in a rise in mAP from 88.6% to 90.4%. In particular, 

the MSFEF module improves the GELAN-S model's precision-recall balance, as 

evidenced by the F1 score's rise from 83.1% to 84.0%. Furthermore, the APd 

metric significantly rose from 89.8% to 92.7%, indicating the module's efficacy in 

enhancing model performance for intricate classes. 

The MSFEF module's extensive applicability is illustrated by its implementation in 

these four networks. The overall improvements in Recall, mAP, and specific AP 

metrics across different networks show that the MSFEF module effectively 

improves detection performance and maintains a good balance between Precision 



and Recall, making it a valuable addition to various network architectures, even 

though some trade-offs in Precision were observed, especially in simpler models. 

4.2.5 Feature Visualization 

Visualization of features is essential for understanding the interpretation and 

processing of input data by deep learning models. This section visualizes the 

spatial distribution of features at various layers to investigate the internal feature 

representations of various models, including the proposed one. In complex scenes 

where accurate spikelet detection is difficult, these visualizations provide valuable 

insights into the model's capacity to differentiate between foreground and 

background objects. The comparison of feature maps across models sheds light 

on the advantages of the proposed model’s architecture in enhancing feature 

learning. 

Figure 6: Spatial Distribution of Visualized Features 

The Eigen-CAM [155] was utilized to experiment with visualizing features at 

different layers based on the training weights of different network architectures. As 

illustrated in Figure 6, this experiment selected feature maps generated from 

layers that process foreground objects in the neck section of each model, enabled 

understanding how the model classifies and locates important features. The 



YOLOv5-S primarily learned through global information perception, benefiting from 

the backbone of CSPNet’s cross-stage feature fusion on background and 

foreground areas. 

The YOLOv7 exhibited the dispersed approach to feature learning, and although 

the use of re-parameterization techniques enhanced the inference speed, the 

dynamic structural adjustments introduced instability during the feature learning 

process. The YOLOv8-S also showed instability in feature transmission in complex 

backgrounds. The YOLOv8-S-MSFEF utilized multi-scale spatial information to re-

utilize spatial feature information, strengthening the distinction between 

background and foreground, which was sensitive to the morphology of foreground 

objects with enhanced spatial feature representation by the MSFEF module. The 

GELAN-C, an efficient aggregated network structure, enhanced feature 

transmission, offering a more focused and spatially continuous representation of 

foreground object features. The proposed model fusing the MSFEF module, 

showed a more detailed perception of wheat spikelet edge contours and 

morphology than other models, enhancing the focus on global feature information. 

4.2.6 Visualization of Model Predictions 

Visualizing the predictions generated by various models offers a visible 

comprehension of their performance in real-world scenarios. This section 

comprehensively analyzes the prediction outputs from various models, including 

the proposed model. The practical efficacy of the models can be assessed by 

examining the detection results, particularly in terms of false positives and false 

negatives, and the precise identification of diseased versus healthy spikelets. 



Figure 7: Spikelet Detection Results 

As depicted in Figure 7, the YOLOv8-S demonstrated confusion between spikelets 

and complex backgrounds during prediction, resulting in some false detections. 

The YOLOv7 displayed more severe perplexity, as it was unable to distinguish 

between foreground and background spikelets. Conversely, the YOLOv4 

experienced significant under-detection as it struggled to learn the features of 

spikelets, resulting in significant errors in phenotypic extraction. The Proposed 

Model concentrated on spatial details, utilizing the MSFEF modules to synthesize 

background and foreground feature information. Consequently, predictions were 

directed toward the single spikelet as foreground objects. Compared to other 

models, the proposed model exhibited a reduced rate of missed detections and 

increased accuracy in classifying infected spikelets, thereby illustrating the 

potential for precise phenotypic extraction. 



4.2.7 Phenotype Assessment 

This experiment evaluated the results of manual counting and the proposed model 

predictions on the test set for phenotypic extraction. Manual Count DSR and 

Digital DSR represent the DSR determined through manual counting and 

automatic extraction of proposed model respectively. Manual Count FHB Severity 

and Digital FHB Severity represent the severity of disease measured manually 

and extracted by proposed model. 

Figure 8: Pearson Correlation and Regression Analyses on DSR and FHB Severity 

(Note - Subfigure (a) and subfigure (b) present the correlation analysis results between the DSR phenotype 

and FHB severity phenotype extracted manually and by the model. Subfigure (c) and subfigure (d) display the 

regression analysis results between the DSR phenotype and FHB severity phenotype extracted manually and 

by the model.) 



Through Figure 8 (a) and (b), the Pearson correlation coefficient for DSR and 

disease severity were 0.90 and 0.86 respectively, indicating a high correlation 

between manually recorded and automatically extracted DSR and disease severity. 

Additionally, regression analysis results in (c) and (d) suggested that the automatic 

extraction was slightly underestimated compared to manual observations, with 

slopes of 0.91 for DSR and 0.87 for disease severity. Both DSR and disease 

severity phenotyping methods exhibited strong linear relationships, with 

coefficients of 0.81 and 0.75, respectively. 

Considering the broad range of DSR percentages, the RMSE and rRMSE for DSR 

extraction were 12.94 and 30.60% respectively. Notably, at higher infection levels, 

the data points were more dispersed, and accuracy was relatively lower, possibly 

due to an increase in the number of infected spikelets and the diversity of disease 

symptoms increasing detection difficulty. The rRMSE for disease severity 

extraction reaches 31.49%, as the calculation of disease severity is sensitive to 

the breakpoints between different grades of DSR, where minor differences in DSR 

might lead to larger discrepancies in disease severity, posing higher demands on 

the recall. 

4.3 DISCUSSION 

The experimental results presented in this chapter demonstrate the effectiveness 

and efficiency of the proposed model, particularly when integrated with the MSFEF 

module, across various state-of-the-art models. 

Firstly, the proposed model exhibits outstanding performance in mean Average 

Precision (mAP) and Average Precision (AP), especially in detecting healthy and 

diseased spikelets, which can be attributed to the incorporation of the MSFEF 

(Multi-Scale Feature Enhancement and Fusion) module. The MSFEF module 

significantly enhances the model’s ability to capture and process multi-scale 

features [107]. This module allows the model to better distinguish between fine-

grained details, crucial in detecting subtle disease symptoms in complex field 

backgrounds. For instance, the YOLOv8-S-MSFEF variant demonstrated an 

improvement in both precision and recall, leading to a higher mAP than its base 

YOLOv8-S counterpart, suggesting that the MSFEF module’s ability to enhance 



feature representation at multiple scales is a critical factor in the model’s better 

performance. 

The challenges in detecting diseased wheat spikelets include distinguishing 

complex backgrounds from foregrounds due to varied scene compositions and the 

intra-class variability within the task [156]. Generally, the proposed model exhibits 

higher average precision in detecting diseased spikelets than healthy ones. It 

could be attributed to the visible symptom diversity presented by spikelets at 

different stages of the disease, where varying symptoms lead to significant intra-

class variations [157], making the extraction of texture and color features more 

challenging for the models. Thus, the model continually learned the diverse and 

complex features of infected spikelets during training. Conversely, healthy 

spikelets display more uniform colors and textures, with the primary variations 

stemming from morphological differences across varieties, making it easier for 

models to learn detection patterns and find shortcuts rather than learning features 

of healthy spikelets. 

From a dataset perspective, the high resolution and diversity of scenes in the 

dataset used in this study pose a challenge to the generalization capabilities of the 

models. Some models, like GELAN-C, needed more accuracy when processing 

these high-resolution, complex background images due to the difficulty balancing 

global and detailed feature extraction when aggregating features across scales 

[42]. GELAN-C employs an efficient hierarchical feature aggregation network that 

captures global features across layers, making it particularly effective in detecting 

large-scale objects [158]. However, the additional computational complexity 

introduced during feature aggregation can lead to a decline in accuracy when 

dealing with small-scale objects, such as spikelets. Therefore, while GELAN-C 

performs well in specific tasks, its accuracy can be compromised when faced with 

multi-scale feature extraction and processing challenges. 

In performance comparison experiments, the RT-DETR-L model demonstrated 

exceptional performance in specific vital metrics, particularly in F1 and recall 

scores. Its unique architecture leverages a Transformer-based feature extraction 

mechanism that captures global contextual information more effectively, thus 



enhancing detection accuracy in complex backgrounds. Compared to other 

models based on conventional CNNs, RT-DETR-L’s Transformer module 

effectively handles cross-scale features [150], making it more stable in detecting 

spikelets of varying sizes [159]. However, the model’s high precision comes at the 

cost of increased computational demands, resulting in longer inference times than 

lighter models like YOLOv7. 

YOLOv7’s rapid inference capability, aided by re-parameterization techniques 

[160], simplifies the computational process during inference, significantly boosting 

the model’s speed [126]. Nevertheless, this simplification compromises the 

stability of feature learning, particularly in complex backgrounds, leading to a 

decrease in precision. Consequently, while YOLOv7 excels in speed, its ability to 

accurately recognize features in complex backgrounds is weaker, which explains 

its higher false positive rate. 

The detailed comparison of loss functions also underscores the importance of 

selecting appropriate loss metrics tailored to specific model requirements. 

Different IoU loss functions exhibit significant differences in training and inference 

performance. CIoU provides the best overall performance through comprehensive 

geometric considerations [151], while DIoU and SIoU demonstrate advantages 

under specific conditions through different optimization strategies. Although GIoU 

improves upon the shortcomings of traditional IoU, it may encounter slow 

convergence issues in complex situations. 

Among these, the SIoU loss function introduces directional penalty angles, 

enabling prioritized alignment along the X or Y axis during distance minimization, 

thereby accelerating convergence [154]. By reducing the degrees of freedom that 

might arise during the training process, the convergence path of the bounding 

boxes becomes more direct. GIoU introduces an additional penalty term to 

address non-overlapping bounding boxes. GIoU extends the bounding box to the 

minimum enclosing box, providing a moving gradient even when the boxes do not 

overlap [153]. However, the GIoU loss function may degrade into IoU loss when 

handling horizontal or vertical bounding boxes, leading to slower convergence. 

EIoU, an optimization of GIoU, aims to improve training speed by simplifying the 



computational process. EIoU achieves more efficient convergence by reducing 

unnecessary computational steps, although it may sacrifice some precision [152]. 

DIoU, the predecessor of CIoU, achieves faster convergence by adding a penalty 

term for the center point distance on top of IoU loss. DIoU directly minimizes the 

distance between the predicted and ground-truth box centers, making it 

particularly effective in handling boxes with different scales and aspect ratios [151]. 

This characteristic significantly makes DIoU more efficient in processing complex 

scenes when the boxes do not overlap. However, despite its faster convergence, 

DIoU’s consideration of shape consistency is not as comprehensive as CIoU, 

resulting in slightly lower mAP than CIoU. CIoU considers the center point 

distance between the bounding boxes and includes aspect ratio consistency. 

Through additional angular constraints [151], this extension allows CIoU to provide 

better geometric matching across all aspects of the bounding boxes, leading to 

faster and more accurate convergence. 

Feature visualization and model prediction analyses further validate the 

robustness of the proposed model, particularly in its ability to focus on the 

morphological characteristics of spikelets. The proposed model’s superior 

performance in extracting phenotypic data from images, as demonstrated by the 

high Pearson correlation coefficients and linear regression analysis results, 

indicates its potential to replace or supplement manual phenotyping methods. 

However, the slight underestimation observed in automatic extraction suggests 

areas for further refinement, particularly in handling high infection levels and 

diverse symptomatology. 

The experimental results reveal the strengths and weaknesses of different models 

in handling complex agricultural scenarios. However, despite their exceptional 

resource efficiency and speed, YOLO series models must be improved for delicate 

detection tasks. The RT-DETR-L exhibits an exceptionally high level of detection 

accuracy due to its global feature integration capabilities; however, it may sacrifice 

some inference speed. GELAN-C performs exceptionally well in feature 

aggregation but displays constraints when effectively processing small-scale 

objects. Although the MSFEF module has dramatically improved the proposed 



model's ability to extract features, there is still an opportunity for more optimization 

in the loss function design. These results offer essential guidance for the 

development of future models and indicate potential areas for further optimizing 

the model's performance in various tasks. 

4.4 CHAPTER SUMMARY 

This chapter shows the proposed model's experimental setup, results, and 

analyses compared to those of various state-of-the-art detectors. Performance 

metrics, such as precision, recall, AP, mAP, GFLOPs, and FPS, were 

implemented in the experiments. The results indicated that the MSFEF module, 

when incorporated into the proposed model, substantially enhances real-time 

performance and detection accuracy, particularly in intricate agricultural scenarios. 

The chapter also investigated the influence of various loss functions on the 

model's performance, concluding that the CIoU loss function is the most effective 

in preserving a high balance between precision and recall. In addition, the MSFEF 

module's critical role in improving detection accuracy and feature processing was 

underscored by the evaluation of the proposed model's performance with various 

module combinations. 

Furthermore, the proposed model's capacity to precisely concentrate on the 

spatial details of spikelets was demonstrated through feature visualizations and 

model predictions, which improved its phenotypic extraction capabilities. Lastly, 

the high correlation between manual and automatic phenotypic extraction was 

confirmed by the Pearson correlation and regression analyses. Chapter 5 

concisely summarizes the research study, acknowledging its limits and offering 

recommendations. 



CHAPTER 5 – CONCLUSION, LIMITATION, AND 
RECOMMENDATIONS 

This chapter offers a concise overview of this study’s conclusion, limitations, and 

future research prospects. 

5.1 SUMMARY 

The primary focus of this work is to address the difficulty of precisely identifying 

Fusarium Head Blight (FHB) at the spikelet level in wheat, especially in cases of 

intricate and diverse field backgrounds. Fusarium head blight (FHB) is a highly 

destructive disease significantly affecting wheat productivity. It is essential to 

detect FHB at the spikelet level early and accurately to treat the disease. However, 

complex field conditions with changing lighting, occlusions, and overlapping 

spikelets make it harder to identify accurately. Therefore, reliable and 

sophisticated detection algorithms have to be developed. 

The first research objective was to critically review and analyze the literature on 

multi-scale feature extraction and fusion techniques, pivotal for enhancing object 

detection models’ performance in complex scenarios like FHB detection. A 

thorough and methodical literature analysis was conducted to achieve the first 

research objective, identifying and summarizing the main trends, difficulties, and 

gaps in the state-of-the-art approaches for FHB detection and general object 

detection in agricultural settings. 

The literature review uncovered several significant findings. Firstly, current models 

generally require scale variance and feature fusion assistance, which is crucial for 

identifying tiny and tightly clustered spikelets. Furthermore, the review emphasized 

that multi-scale feature extraction and fusion are essential to enhance detection 

accuracy, particularly in complex agricultural settings. These observations directly 

influenced the development of the proposed model, guaranteeing that it was 

founded on a thorough comprehension of the most recent state-of-the-art 

methodologies and that it addressed the identified constraints of previous methods. 



The second research objective was to develop a novel object detection model, 

leveraging the GELAN framework of YOLOv9 and incorporating the Multi-Scale 

Feature Enhancement and Fusion (MSFEF) module. This objective was achieved 

by developing an advanced object detection model that efficiently incorporates 

multi-scale feature fusion methods. 

The model was developed through an iterative process that involved meticulous 

testing and fine-tuning with a self-constructed dataset. This dataset was 

meticulously curated to accurately represent a variety of FHB symptoms and field 

conditions, guaranteeing that the model could generalize effectively across various 

scenarios. The model produced a high accuracy level and showed robustness and 

flexibility in response to different field conditions. 

The third research objective involved the rigorous evaluation of the proposed 

model’s performance against several state-of-the-art models, including YOLOv7, 

YOLOv8-S, and GELAN-C, using the self-constructed dataset. This objective was 

achieved through a detailed evaluation process. The results indicated that the 

proposed model outperformed the baseline models in most metrics, particularly in 

mAP and AP, which are essential for evaluating the accuracy of object detection 

models. 

Additionally, the proposed model exhibited robustness in real-time applications, 

displaying a competitive FPS score and maintaining high performance without 

substantial degradation in speed. In this assessment, the self-constructed dataset 

was instrumental in testing the model’s generalizability by providing a realistic and 

diverse set of scenarios. 

The study rigorously evaluated and developed a proposed object detection model 

to address the critical challenge of accurately detecting FHB at the spikelet level, 

particularly in complex field backgrounds. The methodologies and findings 

presented can potentially enhance the management of diseases in crop 

production, thereby contributing to future advancements in agricultural object 

detection. 



5.2 CONCLUSION 

This study introduced a novel object detection model designed to detect FHB 

infection and extract phenotypic data from wheat spikelets. The proposed model, 

which incorporates a Multi-Scale Feature Enhancement and Fusion (MSFEF) 

module, exhibited numerous advantages over state-of-the-art (SOTA) models, 

particularly regarding real-time performance and accuracy. 

For instance, it achieved an AP of 89.2% for healthy spikelets and 92% for 

diseased spikelets, resulting in a mAP of 90.6%. These results surpass the mAP 

of competitive models, including YOLOv9-C at 89.6% and GELAN-C at 89.8%. 

Furthermore, the model demonstrated exceptional real-time performance, 

achieving a remarkable 294 FPS, considerably higher than other models, including 

YOLOv8-S at 58 FPS and RT-DETR-L at 29 FPS. 

Additionally, the MSFEF module improved the model's detection capabilities, 

particularly in intricate agricultural environments. The model obtained a more 

balanced precision-recall trade-off by enhancing feature representation, resulting 

in a high F1 score of 84.1%. The phenotype extraction results also demonstrated 

a Pearson correlation coefficient of 0.90 for the DSR and 0.86 for disease severity, 

suggesting a robust correlation with manual observations and validating its 

efficacy in real-world applications. 

In conclusion, the proposed model has the potential to be a dependable tool for 

identifying FHB in wheat spikelets and collecting important phenotypic information, 

which could advance precision agriculture methods since it outperforms current 

models across various criteria. 

5.3 LIMITATION AND RECOMMENDATION 

This study has limitations that could affect the generalizability and scalability of the 

proposed model. These constraints include the dataset's size, the learning 

paradigm, and the focus on a single wheat spike. The model's applicability across 

various wheat species, environmental conditions, and larger-scale agricultural 

settings could be improved by addressing these limitations in future research. 



First, the dataset used to train and test the algorithm was constrained to wheat 

species and particular environmental conditions. This narrow emphasis may limit 

the model's generalization capacity to different wheat species or environmental 

conditions. Therefore, further studies should consider enlarging the dataset to 

incorporate a wider variety of wheat species and photos taken in various 

environmental settings. Data collection on various wheat types will become a 

pressing problem. Although this study has demonstrated the potential of methods 

for distinguishing between healthy and diseased spikelets, the available datasets 

are restricted in size. Improving performance may necessitate using larger 

datasets encompassing a wide range of samples to train more generalized large 

models. 

Second, a significant amount of labeled data is needed for the FHB detection 

strategy used in this study, which is based on a fully supervised learning paradigm. 

Although effective, this method is time-consuming and expensive during the data 

labeling phase. Future studies should investigate semi-supervised or alternative 

learning paradigms that could provide equivalent performance at lower annotation 

costs to overcome this constraint. 

The study's emphasis on individual wheat spikes also poses a drawback because 

it needs to represent the complexity of actual agricultural settings adequately. The 

phenotyping of entire wheat plots in field conditions is necessary for advanced 

breeding research, which demands the identification of disease phenotypes on a 

larger spatial scale. Particularly in detecting small objects within a larger field, this 

presents new challenges for the model. Thus, future research may prioritize the 

creation of automated phenotyping methods that are capable of processing whole 

wheat plots and the development of disease detection models that are optimized 

for small object detection. 



CHAPTER 6 – REFLECTIONS 

It has been a significant journey of growth, learning, and perseverance to 

complete this endeavor. Particularly considering the difficulty of creating and 

testing a new model, this procedure needed meticulous preparation and efficient 

time management. I learned from this experience how important it is to set 

reasonable objectives, divide work into digestible chunks, and be punctual. 

Challenges, particularly when experimental results fell short of expectations, 

highlighted the importance of perseverance and iterative development. 

Maintaining a planned calendar, regular check-ins with my supervisor, and clear 

milestones for each research phase were all essential components of my project 

management approach. When obstacles arose, this approach enabled quick 

corrections and helped the project stay on target. I also realized, though, that one 

should better predict possible delays and create extra buffer time for unanticipated 

difficulties. 

I found university resources, notably access to academic databases and libraries 

such as ScienceDirect and Web of Science, to be invaluable in establishing my 

research in the existing literature. The direction of my supervisor on research 

approaches and academic writing was very important since it helped me to clarify 

basic ideas and increase the coherence of my academic work. Powerful AI tools 

like Quillbot and Grammarly also helped me improve the quality of my writing, fix 

my grammar mistakes, and make my language more professional. But I was wary 

of their shortcomings since, as my supervisor had stressed, I needed to carefully 

evaluate what they suggested. Additionally, improvements of my project was 

significantly influenced by communication with group members. Talking and giving 

each other feedback produced a supportive learning environment that helped me 

find gaps and improve the details of my work. 

During this study, I learned a lot of useful technical skills, especially in developing 

deep learning models and planning experiments. Building a self-labeled dataset 

from unprocessed agricultural images was particularly difficult. From annotating 



data to dividing it into training, validation, and test sets, every step needed 

painstaking precision. 

Additionally, I developed my ability to handle the deep learning platforms like 

PyTorch, which are widely used in the development and optimization of the 

proposed model. Knowledge of CNNs and how they work for object detection was 

necessary for integrating complex modules like the MSFEF. Also, I became good 

at assessing how well models worked using various metrics, which helped 

guarantee that my findings were thorough and applicable to the study's objectives. 

During the project's experimental phase, the training environment had to be set up 

and optimized. This included handling long training sessions and configuring GPU 

resources. 

Planning ahead, always learning, and making the most of what you have are all 

research essentials, as this study demonstrated. My background in these areas 

has given me the tools I need to design and execute thorough experiments and 

interpret the results with confidence. Both my academic and professional pursuits 

in the future will benefit greatly from these abilities. 
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PROJECT MANAGEMENT 

Effective project management was instrumental in guaranteeing the successful 

conclusion of this research endeavor. In order to enhance the management and 

monitoring of the project’s advancement, I employed a logbook, as shown in 

Appendices: Appendix B - LOGBOOK, to document significant concepts, 

encountered challenges, and requisite activities to be accomplished at each phase. 

Additionally, the logbook was a crucial element in the research plan’s systematic 

progression, in addition to serving as a documentation instrument. 

Initially, a detailed Gantt chart, as shown in Figure 9, was created to provide a 

roadmap for the project, outlining all planned phases from background reading to 

the final submission. As the project progressed, it became evident that deviations 

from the original plan were necessary due to unforeseen challenges and the 

iterative nature of research. However, each phase of the project was carried out 

methodically and in alignment with the supervision schedule under the guidance of 

my supervisor. Consequently, as illustrated in Figure 10, a second Gantt chart 

was developed to reflect the actual path taken during the project. This section 

discusses the key differences between the planned and actual timelines, the 

challenges encountered, the risk management strategies employed, the changes 

made to the project objectives, and justifications for these changes. 



Figure 9: Original Gantt Chart 

Comparing the original Gantt chart with the actual Gantt chart reveals several 

significant differences. The literature review phase, originally scheduled to be 

completed earlier, was prolonged because additional relevant research was 

discovered that needed to be included in the project. In order to achieve a more 

refined and focused approach, it was necessary to revise the research problem 

and objectives. Nevertheless, the modifications were undertaken following the 

supervisor's guidance, guaranteeing that the investigation remained on course. 

Furthermore, the timeline had a significant overlap between the data preparation 

and model design phases. This overlap was not anticipated in the original plan; 

however, it became necessary since the data significantly affected the model 

architecture, necessitating changes to be performed concurrently with data 

preparation. 



Figure 10: Actual Gantt Chart 

An additional significant distinction was the extension of the experimentation and 

results analysis phase, which exceeded the original timeline. This update was 

necessary due to unforeseen difficulty in comparing model performances, mainly 

when dealing with small-scale features in complex backgrounds. These difficulties 

required several iterations of model development and additional exploration, 

resulting in the delay of the completion of this phase until late July. The 

supervision sessions provided critical feedback that guided the necessary 

adjustments throughout these iterations. Furthermore, the report writing phases, 

particularly Chapters 1, 2, and 3, were more iterative and overlapped than 

anticipated. The initial timetable for drafting and revising these chapters was 

pushed back because of revisions and more research needed in response to 

supervisor feedback. However, the regular meetings with the supervisor 

guaranteed that these phases were completed promptly despite the delays. 

The primary reason for the deviations from the original plan was the numerous 

obstacles encountered during the undertaking. During the testing phase, dataset 

generation became a significant difficulty, with noise in the dataset necessitating 



substantial manual selection, which delayed the start of model training and 

required timeline changes. Further, the model's initial iterations performed 

differently than anticipated, particularly in detecting small-scale features in 

complex backgrounds. It led to several rounds of model reworking and more 

testing, which made the testing phase last longer. Technical issues, like the 

model's higher-than-expected computational needs, also caused delays because 

the machine resources had to be optimized to work best with what was available. 

A comprehensive risk analysis and minimization strategy was implemented 

throughout the project to mitigate these risks. Hand selection, double-checking, 

and labeling under experts' supervision helped reduce problems with dataset 

construction. Furthermore, the Gantt chart included buffer times for essential tasks, 

and subsequent tasks were modified according to the actual progress, assuring 

the project's adherence to the initial timeline despite the difficulties encountered. 

In order to accomplish the desired model performance, the experimentation phase 

was also extended through buffer time to accommodate additional model 

refinements and testing. These changes were made after careful analysis and 

discussion with the supervisor, ensuring the research objectives were consistent 

with the research aim. 

Regular self-assessment and project evaluation are also indispensable 

components of risk management. By reflecting on and reviewing the progress and 

quality of the study, I can guarantee that the project stays on pace to meet its 

objectives and make timely modifications to any deviations. Another critical step is 

to report progress to the supervisor regularly. I present the most recent 

experimental results in detail and discuss the specific plans for the subsequent 

phase with the supervisor. Based on the feedback, I made the necessary 

modifications to improve the quality of the research. My supervisor gave me 

consistent advice and feedback throughout the project, ensuring that each part 

was finished quickly, even when things did not go as planned. 
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APPENDIX B - LOGBOOK 

Date Daily Activities Thought Trails Things to Do 

 Started background 
reading on 2024-02-01 
Fusarium Head 
Blight (FHB). 

 Understanding FHB’s impact on 

wheat crops, focusing on 

disease symptoms and current 

detection methods. 

 Considering how these methods 

can be enhanced using modern 

techniques. 

 Identify key 

literature sources 

for in-depth study. 

 Organize notes on 

the disease 

symptoms and 

current detection 

technologies. 

 Continued  Noted that environmental factors  Look for studies that 
exploring FHB-
related studies, greatly influence FHB explore the impact 

2024-02-03 focusing on the 
impact of 
environmental 

symptoms; this might require 

incorporating these variables 

of environmental 

conditions on plant 
conditions on FHB 
spread. 

into the model design. diseases. 

 Considering research aim,  Draft the research 

objectives, and the feasibility of proposal outline. 
 Began Proposal 

Development. using CNN for FHB detection.  Develop a 
2024-02-05  Initial discussions 

 Initial thoughts on how YOLO preliminary timeline about the feasibility 
of the project. might be adapted for this for the project 

specific problem. phases. 

 Exploring different model 
 Further refined the 

 Expand the proposal, focusing architectures, particularly proposal to include 2024-02-07 on the objectives lightweight ones that can run in a detailed literature and expected review section. outcomes. real-time scenarios. 

 Continued Review 
of Literature, 
focusing on FHB 
detection 2024-02-10 
technologies and 
YOLO-based 
object detection 
models. 

 Identified gaps in current 

detection methods, especially 

the need for more accurate and 

efficient phenotypic data 

collection at the spikelet level. 

 Consideration of alternative 

approaches to handle small 

object detection. 

 Collect more papers 
on deep learning 
applications in plant 
disease detection, 
particularly on multi-
scale feature fusion 
and YOLO models. 

 Started outlining  The complexity of FHB detection 

2024-02-12 

potential 
modifications to 

at the spikelet level might  Draft a section of 
the proposal on the 

existing YOLO require custom feature fusion proposed model 
models to better 
suit FHB detection. layers. modifications. 

 Detailed proposal  Exploring the feasibility of a 
 Prepare a 

presentation for the 

2024-02-15 
drafted, focusing 
on using YOLO-
based CNN for 

lightweight model to ensure real-

time processing in agricultural 

proposal 
presentation. Plan 
for further deep 

FHB detection. settings. dives into model 
architecture studies. 



 Finalizing the scope and  Submit the proposal 
 Completed and start preparing methodology. 

background for literature review 
2024-03-01  Ensuring the proposal aligns reading and final consolidation. 

adjustments to the Review the proposal with the project's goals and 
proposal. with peers for 

available resources. additional feedback. 
 Deepened 

literature review 
with a focus on 
multi-scale feature 2024-03-10 
fusion techniques 
and their 
application in small 
object detection. 

 Identified potential 

improvements to existing YOLO 

models for small-scale object 

detection, particularly in 

agricultural settings. 

 Start drafting 
literature review 
sections in the 
report. Create a 
summary of the key 
papers and how 
they influence your 
approach. 

 Conducted a  The integration of feature fusion 
 Finalize the review session to in YOLO requires careful literature review refine the research 2024-03-20 draft and start methodology based consideration of computational planning for initial on literature efficiency vs. accuracy. experiments. findings. 

 Designed initial experiments and  Set up the  Started research 
design and selected datasets for model experiment 
methodology, 

2024-05-11 training. environment and focusing on data 
collection and  Deciding on the best dataset organize data 
preprocessing 

sources. collection. methods. 

 Began data 
preparation and 
continued model 

2024-05-21 design, 
implementing 
preliminary feature 
fusion layers. 

 Experimenting with various CNN 
architectures and their potential 
effectiveness in detecting small-
scale FHB features. 

 Considering custom layers to 
enhance feature extraction. 

 Begin pre-

processing data for 

model training. 

 Fine-tune the model 

architecture based 

on initial findings. 

 Run initial training 

2024-06-01 

 Completed data 
preparation, ready 
for initial model 
training. 





The quality of the preprocessed 
data will significantly impact 
model performance. 
Early observations suggest that 
further data augmentation may 
be necessary. 



cycles to test model 

performance. 

Monitor and log 

training progress 

carefully. 

 Finalized model 
design and began 
initial 

2024-06-10 experimentation 
with the 
preprocessed 
dataset. 

 Considering various CNN 
architectures and their potential 
effectiveness in detecting small-
scale FHB features. 

 Evaluating the impact of different 
feature fusion techniques. 

 Run preliminary 

experiments to 

evaluate model 

performance. 

 Adjust learning 

rates and other 

hyperparameters to 

optimize the training 

process. 

 Run experiments. 
 Analyzed early 

 Early results suggest promising  Consider experimental 2024-06-15 accuracy but require more data results and incorporating for validation. discussed them. feature fusion 



mechanisms into 

the model. 

 Conducted further 

experiments on 

model 

2024-06-25 performance, 

refining the model 

design based on 

early findings. 

 The model shows improvement, 

but overfitting is becoming a 

concern. 

 Focused on summarizing the 

research problem, aim, 

objectives, and methodology for 

a clear and concise 

presentation. 

 Continue 

experiments and 

test different 

regularization 

techniques to 

reduce overfitting. 

 Begin drafting the 

 The results are now more experimentation 
 Completed 

consistent, and the model's section in the report. additional 
experiments and 2024-07-01 accuracy is improving.  Prepare for the next 
started integrating 

 Next, focus on optimizing the phase of writing, findings into the 
report. model performance. focusing on chapter 

1. 

 Chapter 1 Drafted; 
early findings from 2024-07-02 
experiments 
included. 

 Drafting report sections 

concurrently with ongoing 

experiments helps maintain 

alignment with research 

objectives. 

 The initial draft is too complex 

and needs simplification for 

broader accessibility. 

 Revise Chapter 1 

based on supervisor 

feedback and 

finalize. 

 Simplify technical 

explanations where 

necessary. 

 Finalize Chapter 1 

 Continued revising 
 The literature review needs to be and ensure it 

2024-07-05 
Chapter 1, 
integrating 
feedback from the 

more cohesive, tying the 

reviewed studies closer to the 

provides a strong 

foundation for the 

supervisor. proposed model. subsequent 

chapters. 

 Move on to drafting 
 Strengthening the connection 

Chapter 2.  Completed Chapter between the literature review 1 revisions and 2024-07-09  Outline the key 
started outlining and experimental findings is 

points to be covered Chapter 2. crucial for coherence. 
in this chapter. 

 Emphasizing the gaps in the 
 Gathered additional 

sources for 
2024-07-12 Chapter 2 and 

began integrating 
them into the draft. 

literature and justifying the need 

for the proposed model is 

critical. 

 Continue drafting 

Chapter 2 with a 

focus on critical 

analysis of the 

literature. 

 Prepare for a 

detailed review 

session with the 



supervisor. 

 Emphasizing the gaps and 

justifying the need for the 
 Prepare a draft of 

 Drafted Chapter 2 proposed model. Chapter 2 for focusing on 2024-07-15 review. Make sure literature synthesis  Including more detailed all references are and review. comparisons of existing models properly cited. 

and the proposed approach. 

 Addressing specific comments 

2024-07-19 
 Revised Chapter 2 

after a thorough 
review session. 

regarding the clarity of 

argumentation in the literature 

review. 

Supervisor suggests adding a 

section on the limitations of 

 Finalize Chapter 2 
and start drafting 
Chapter 3. Include a 
new section on 
limitations as 
suggested. 

current approaches. 

 Detailed the technical aspects of  Prepare for another 

the model and the experimental review session with 
 Chapter 3 Drafted; 

focused on procedures. the supervisor. 
2024-07-22 research 

 Ensuring clarity in the  Double-check the methodology and 
experiment setup. explanation of the methodology experiment setup 

to make it reproducible. details. 

 Documenting the steps 
 Revise the 

 Conducted a dry thoroughly is crucial for 
experimental setup run of the reproducibility. experiment to 2024-07-24 in Chapter 3 and 

ensure everything  Potential issues were identified 
add more detail to is well-documented in the experimental setup in Chapter 3. the methodology. 

documentation. 

 Revised Chapter 3  Significant improvements to the 
based on  Finalize Chapter 3 

explanation of the methodology. supervisor’s and prepare to write feedback. Added 2024-07-26  The inclusion of diagrams helps 
more detailed about experiments 

in understanding the model explanations and and results. diagrams where architecture. 
necessary. 

 The model shows strong 

 Completed initial 
experiment 

2024-07-29 analysis and began 
drafting the results 
section. 

performance, particularly in 

detecting small-scale features, 

which was a primary goal. 

Focus on presenting the data 

clearly. 

 Begin drafting 

Chapter 4 with a 

focus on presenting 

experiment results. 

 Create graphs and 

tables to visually 

represent the 

predictions. 



 Early results show that the 
 Prepare visuals and 

 Drafted Chapters 4 proposed model outperforms 
and 5, tables for the report 

2024-08-01 state-of-the-art techniques in incorporating to clearly illustrate experiment results accuracy. 
and discussion. the results. 

 The discussion needs to tie back 



to the initial research questions. 

 Refine the results 

 Revised the draft based on section and 

2024-08-05 





Revised draft 
based 
on feedback before 
finalizing. 

supervisor’s valuable feedback 

on the clarity of the results 

presentation. Some results need 

further explanation to avoid 



incorporate peer 

feedback. 

Start writing the 

discussion and 

misinterpretation. analysis sections in 

Chapter 5. 

 Prepare the draft 

 Emphasizing the model’s report for 
 Continued work on 

contributions and potential submission. Chapter 5 and 6, 
adding reflections, 2024-08-10 implications for future research.  Ensure the 
conclusions, and 

 Discussing the limitations and conclusions are potential 
implications. possible areas for improvement. well-supported by 

the data. 

 Focus on ensuring the 
 Submit the draft for 

2024-08-14 

 Completed the 
draft report; 

coherence and consistency of 

the entire report. 


final review. 

Ensure all sections 
preparing for final 
revisions. 

 Need to ensure that all sections 

flow logically from one to the 

next. 

have been covered 

thoroughly. 

 Finalize any loose 

ends and prepare 

for the viva. 
 Final report  Reflection on the entire project 2024-08-28 

submission. process and outcomes.  Start planning for 

future research 

directions. 



GLOSSARY 

FHB Fusarium Head Blight: A fungal disease affecting wheat crops, leading to yield loss and mycotoxin 

contamination. 

CNN Convolutional Neural Network: A deep learning algorithm used primarily for image recognition and 

analysis. 

YOLO You Only Look Once: A one-stage object detection algorithm that predicts object locations and 

classes in a single pass through the network. 

MSFEF Multi-Scale Feature Enhancement and Fusion: A module used in the proposed model to enhance 

detection accuracy by fusing features at multiple scales. 

DSR Diseased Spikelet Rate: A measure used to assess the severity of Fusarium Head Blight by calculating 

the percentage of infected spikelets in a wheat spike. 

SPPF Spatial Pyramid Pooling Fast: A module in the CNN architecture that helps in feature extraction by 

pooling features at different scales efficiently. 

FPN Feature Pyramid Network: A type of network used for feature extraction that allows for multi-scale 

object detection. 

GELAN Generalized Efficient Layer Aggregation Network: A structure that balances computational 

complexity and efficiency in feature aggregation. 
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